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Abstract

[Context] Requirement elicitation can be done by individuals or by groups. [Objectives] From the software engi-
neering and the project management viewpoints, a relevant overall research question is, “Is it possible to give advice
about the number of requirements analysts (RAs) to involve in requirements elicitation and idea generation sessions?”
[Method] To address this research question, we conducted two studies. The first was a review of software engineer-
ing (SE) and requirements engineering (RE) textbooks to see if and how they address this question for requirements
elicitation. The second was a study on the factors affecting group size for requirements elicitation in computer-based
system (CBS) development projects, based on an online questionnaire submitted to professional business or RAs.
[Results] The review of the textbooks showed that very few give advice on the number of RAs to involve in require-
ments elicitation sessions. When they do, the advice is quite general and is usually not supported by quantitative data
that can help project managers decide the number of RAs needed. According to the data gathered from the ques-
tionnaire, the ideal number of RAs for a requirements elicitation session appears to be 2. However, there are settings
of the size, timing, complexity, and domain of a CBS development project that seem to require different numbers of
RAs. [Conclusion] Both the textbook review and the data from the questionnaire say that it is better to aim for small
groups than to have individual RAs working separately, but large groups are necessary in some cases. Factors to be
considered in deciding the sizes of groups for requirements elicitation are related to characteristics of people involved
in the requirements elicitation, relations among the people, characteristics of the requirements that are the output of
requirements elicitation, and characteristics of the development project in which the requirements elicitation is done.

Keywords: Creativity techniques, Group work, Individual work, Projects, Requirements elicitation

1. Introduction relevant in many disciplines, e.g., Systems Theory, Psy-
chology, Psychiatrics, etc. (Schermerhorn, 1948; von
Bertalanffy, 1968; Yalom and Leszcz, 2005). Manage-
rial disciplines have investigated the Gvsl issue in many
contexts, e.g., in project management, operations re-
search, decision making, etc. (Thierauf, 1970; Hillier
and Lieberman, 2014; San Cristobal Mateo, 2016).

Whether a process should be carried out by a group or
by an individual, and if by a group, how big is the group,
is called the GvsI* issue in this paper. The Gvsl issue is
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and implementation of any large-scale CBS (Som-
merville and Sawyer, 1997). Examples include Joint
Application Design (JAD) (Davidson, 1999) and Scrum
meetings (Scrum Methodology, Viewed 25 December
2019). Also recommendations about analysis and de-
sign methods suggest that some processes could take
advantage of collaboration and group work.

Once it is decided for a particular process to have
a group carry it out, the next question is “How many
people should be in the group?”. As is shown in later
sections, there is not a lot of guidance to answer this
question. However, many authors, e.g., all listed in Ta-
ble 1, discuss the communication problems of groups.
Some explain the problems by introducing a formula
that shows how communication between group mem-
bers grows quadratically with group size; for group size
n, the number of lines of communication between the
group members is mx(n-l) |

In requirements engineering (RE), two key processes
in which groups are often used, groups of stakehold-
ers, groups of requirements analysts (RAs), or both, are
requirements elicitation and requirements idea genera-
tion. Requirements elicitation is the general process of
eliciting a CBS’s requirements from the organization of
the CBS’s client. By “organization” is meant not only
the client’s people, but also its environment, its cul-
ture, its current work processes, its current CBSs, and
any other information that might be relevant to deter-
mining the CBS’s requirements (Goguen, 1994; Pohl,
2010). Requirements idea generation is the specific pro-
cess of having people produce ideas for requirements
of a CBS. The people can be RAs, representative of
the CBS’s client, end users, and other stakeholders, or
any combination thereof. Requirements idea genera-
tion often benefits from creativity to yield fresh, inno-
vative ideas for requirements. It can therefore make use
of brainstorming (Osborn, 1953) or other creativity en-
hancement techniques (Glass, 1995; Robertson, 2001;
Mahaux et al., 2014).

Very often, requirements idea generation for a CBS
is part of requirements elicitation for the CBS, which in
turn, is part of RE for the CBS. Since client-side people
may participate in requirements idea generation, some
consider requirements elicitation and requirements idea
generation to be the same general process. Therefore,
in an effort to cover as many viewpoints as possible,
this paper collects all RE processes that are considered
requirements elicitation, requirements idea generation,
or both under the term “ReqElic”. On the other hand,
when this paper talks about what a specific other docu-
ment says, this paper uses document’s own words, so as
not to put words into other authors’ mouths.

Thus, the research question that is the focus of this
paper is, in its most general form:

Is it possible to give advice about the number
of RAs to involve in ReqFElic sessions?

For ReqElic, as is shown in Section 2.2, there are rec-
ommendations to use groups, and there are recommen-
dations to use individuals. However, more often than
not, no data are given to support any claim for how to
decide whether a process should be done by a group or
by an individual, and if by a group, how big the group
should be. Very little information is given about the cri-
teria for making the decision.

Some documents use “team” instead of or as a syn-
onym for “group”. This paper uses only the term
“group” unless it is talking about what a specific other
document says.

The first part of the paper reviews how some of the
most successful and well known SE and RE textbooks
address the Gvsl issue for ReqElic. The second part of
the paper reports the results of an online survey (Mich
et al., Deployed 31 August 2012) focusing on the Gvsl
issue in ReqElic. The survey attempted to gather data on
the factors that affect decisions about group sizes and
ideal group size, if any, for ReqElic sessions. The re-
sults of the questionnaire offer some useful insights on
how to form ReqElic groups®.

Results of the analysis of the answers to the open
questions suggest that the three classical measures about
a project, namely (1) time required for its completion,
(2) the size of the CBS it is developing, and (3) the com-
plexity of the CBS it is developing, are relevant to mak-
ing decisions about the sizes of ReqElic groups in the
project. To classify the factors named by the respon-
dents, we introduced four categories namely: relations,
project, people, and output.

In the rest of this paper, Section 2 consists of, in one
subsection, a review of well known SE textbooks, and
in the next subsection, a review of well known RE text-
books. The review of any textbook describes how well it
addresses the Gvsl issue and answers the research ques-
tion. Each subsection comes to its own conclusions,
but an the overall conclusions are deferred to Section 4.

5We published some preliminary results in three previously written
reports each using the replies that the survey had received by its publi-
cation. Specifically, we reported the results derived from 35 (Sakhnini
et al., 2013), 53 (Sakhnini et al., 2017), and 92 (Mich et al., 2015),
replies, respectively. These results considered only the answers to the
multiple choice questions. This paper adds a review of textbooks,
an analysis of the 92 answers to the open-ended questions, and some
cross tabulations between the 92 answers.



Section 3 introduces the design and submission of the
on-line questionnaire; the results of a descriptive sta-
tistical analysis; the results of the analysis of the open
questions; and cross tabulations. Section 4 discusses the
results. Section 5 considers the limitations of the study
and the threats to the validity of the conclusions, and
Section 6 concludes the paper with guidelines based on
the conclusion for both parts of the study.

Whenever material is ommittted from this paper to
satisfy page limitations, the reader is referred to sections
of an extended version of this paper that is an online
technical report (Mich et al., Viewed 30 January 2022).

2. The Group vs. Individual Problem in the Text-
books

The scenario that drives decisions concerning the
conduct of the first study to review SE and RE text-
books is that an RA needs advice on staffing a project,
in particular on the sizes of groups to perform the vari-
ous RE processes. The scenario actually begins during
the education of the RA prior to his or her becoming a
professional RA, responsible for staffing projects. The
teachers of the RE courses that the RA took had to adopt
one or more textbooks, and these textbooks end up be-
ing the primary sources for guidance about what to do
on the job for the RA who have taken these courses.
Therefore, when an RA needs advice on staffing an RE
process and to deal with the Gvsl issue for this process,
he or she will consult his or her old textbook. Another
reason to check textbooks is that the successful ones are
continuously updated with best practices from the in-
dustrial and academic worlds.

The first goal of the review of any textbook was to
see if the textbook does take into consideration the fact
that ReqElic activities can be accomplished as group or
individual activities. If the answer to that question is
“Yes”, then the goal was to see what recommendation
the book made in the Gvsl issue.

2.1. Software Engineering Textbooks
2.1.1. Introduction: Choosing the SE Textbooks

The first part of the textbook review focused on SE
textbooks. Data about textbooks and related informa-
tion were retrieved using the Google (google. com),
Amazon (amazon.com), and Worldcat (worldcat.
org)® search engines.

OWorldcat is a Website to search for books in libraries. That is, it

For selecting the most popular SE textbooks, we con-
sidered only those SE textbooks that

¢ have reached at least three editions, and

* have been translated into at least one language
other than its original language, which is usually
English.

We found five qualifying textbooks, and they are listed
in Table 1 ordered by decreasing numbers of editions.

The number in Column 1 of the table for each text-
book is the textbook’s rank in this order. The informa-
tion in Column 2 for each textbook is a citation’ to the
most recent edition of the textbook that we know of.
When there is more than one citation for a textbook in
Column 2, it is because the textbook has undergone a
title or an author-list change, and each other citation is
that of the most recent edition with its title and author
list. Among the information in Column 3 for each text-
book are the dates of its first and last editions.

The first two textbooks, by Sommerville and by
Pressman, stand out for their high numbers of editions,
10 and 9, respectively. Interesting is the fact that each’s
first edition was published in 1982, about when SE be-
gan to emerge as a profession. Also, around this year,
the first courses in SE were introduced in many univer-
sity computer science programs (Mills, 1988).

While all editions of the Sommerville textbook have
only him as the author, the last two editions of the Press-
man textbook have Maxim added as a co-author. The
same happened to the Pfleeger textbook; the last two
editions of this textbook have Atlee added as a coau-
thor. The opposite happened to the van Vliet text-
book; van Vliet’s own Website (https://www.cs.
vu.nl/~hans/) says that he considers all editions
of his English textbook to be later editions of his first,
Dutch textbook, which he and Stenfert Kroese wrote in
1984 and published in 1988.

Each textbook but the one by van Vliet was pub-
lished in English first and then translated to other lan-
guages. The information in Column 3 of Table 1 for
each textbook includes a list of the languages to which
the editions of the textbook have been translated from
its original language. Each textbook but the one by van
Vliet has an international, a student, or an international

allows finding libraries, mostly university libraries, in which a given
book is available.

7Since each table entry is citationally complete, there is no entry
for it in the bibliography, unless the textbook is cited also in a section
other than one in which it is reviewed as an SE or RE textbook. In
the paragraphs about any textbook, any unattributed quotation is from
that textbook.



Table 1: Software Engineering Textbooks

Textbook

Editions

Sommerville, Ian: Software Engineering, 10th ed., Pearson,
2018

1st ed. 1982

10th ed. 2015

International Edition, 10th ed., 2018

Translated to Chinese, Czech, Dutch, French, German,
Greek, Hungarian, Korean, Italian, Japanese, Polish, Por-
tuguese, Spanish, Thai

Pressman, Roger S. and Maxim, Bruce R.: Software Engi-
neering: A Practitioner’s Approach, 9th ed., McGraw Hill
Education, 2019

Pressman Roger S., Software Engineering: A Practitioner’s
Approach, 7th ed., McGraw Hill Education, 2010

Isted. 1982

9th ed. 2019

International Student Edition, 9th ed., 2020

Translated to Chinese, German, Korean, Italian, Japanese,
Polish, Portuguese, Spanish

Schach, Stephen R.: Object-Oriented and Classical Soft-
ware Engineering, 8th ed., McGraw-Hill, 2011

Schach, Stephen R.: Classical and Object-Oriented Soft-
ware Engineering with UML and Java or Classical and
Object-Oriented Software Engineering with UML and
C++, 4th ed., McGraw-Hill, 1998

Schach, Stephen R.: Classical and Object-Oriented Soft-
ware Engineering, 3th ed., Richard D. Irwin, 1996

Schach, Stephen R.: Software Engineering, 2nd ed.,
Richard D. Irwin (formerly Richard D. Irwin/Aksen Asso-
ciates), 1993

Isted. 1990
8th ed. 2011
Translated to Korean, Spanish, and Chinese

Pfleeger, Shari Lawrence and Atlee, Joanne M.: Software
Engineering: Theory and Practice, 4th ed., Pearson (for-
merly Ellis Norwood), 2009

Pfleeger, Shari Lawrence: Software Engineering: Theory
and Practice, 2nd ed., Prentice Hall, 2001

Isted. 1998

4th ed. 2009

International Edition, 4th ed., 2009
Translated to Spanish, Russian

van Vliet, Hans: Software Engineering: Principles and
Practice, 3rd ed., Wiley, 2010

van Vliet, Hans and Kroese, Stenfert: Programvaruteknik
(Software Engineering) (in Dutch), [Publisher unknown],
1988

Dutch ed. 1988

Isted., 1993

3rd ed., 2010

Student Edition, 3rd ed., 2010

Translated to Chinese, English, German, Italian

Table 2: Additional Software Engineering Textbook

Tsui, Frank; Karam, Orlando; and Bernal, Barbara: Essentials
of Software Engineering, 4th ed., Jones & Bartlett Learning,
2018

Tsui, Frank and Karam, Orlando: Essentials of Software En-
gineering, 2nd ed., Jones & Bartlett Learning, 2010

Ist ed. 2007
4th ed. 2019




student edition. The Sommerville and Pressman text-
books have been translated to Chinese, German, Italian,
Japanese, Korean, Polish, Portuguese, and Spanish, as
well as to some other languages. These textbooks are
available in 15 and 9 different languages, including En-
glish, respectively 8. Each of the Schach textbook’s 8
editions has been translated to at least Chinese.

It is impossible to estimate the number of people who
have read any of the textbooks’. However, the large
numbers of editions and of languages in which text-
books have been published support the assumption that
many RAs and software engineers have used these text-
books as sources of information for real projects.

2.1.2. Groups and Requirements Elicitation in SE Text-
books

Each of the five SE textbooks listed in Table 1 ad-
dresses in one way or another the possibility of having
multiple people working as a group in a single CBS de-
velopment project and how to help these groups to be
effective. Some of them, in fact, use the term “team”
instead of “group”. It is important to remember that the
scope of an SE textbook is larger than that of an RE text-
book, for the simple reason that RE is only one part of
the SE lifecycle. Therefore, an SE textbook deals with
groups for more processes than does an RE textbook.
Possibly for the same reason, the role of RA or require-
ments engineer is often not explicitly introduced in an
SE textbook.

In the first textbook of the table, Sommerville ad-
dresses the problem of teamwork in a chapter dedicated
to project management. He starts the chapter declaring
that the objective is to “understand key issues that in-
fluence team working, such as team composition, orga-
nization, and communication”. The goal is that each
team consists of people (1) who have the skills nec-
essary to cover all the steps of its CBS development
project and (2) who can effectively interact (a) with
other members of the team; (b) with the CBS’s users
and clients, not only for requirements elicitation; and
(c) with other teams interacting with the project. Terms

EXINT3 9 <

such as “skills”, “experience”, “personality”, and “team

8No one edition of these textbooks has been translated to all the
listed languages.

°The Wikipedia page about Pressman (https://en.
wikipedia.org/wiki/Roger_S._Pressman) says that
his Software Engineering: A Practitioner’s Approach textbook has
been used at over 500 Universities worldwide and is also widely used
in industry and is required reading for many industry and government
short courses.

spirit” are used to give insights to project managers,
but no advice is given about the number of people with
which to form any team.

In the second textbook of the table, Pressman and
Maxim are more explicit about the size of a CBS devel-
opment team, and offers, as a general rule, that no SE
project team should have more than 10 members, in or-
der to reduce communication overhead and keep it man-
ageable. They even state that if a project is developing
a small CBS, it is better to have a single individual than
a team conducting it. On the other hand, developing a
large, complex CBS needs more people, to cope with
its complexity. The problems of having multiple people
working together are described as staffing risks. They
argue that it is not always possible to have (1) enough
people available, (2) the right combination of skills, and
(3) people committed to remain in the project for its en-
tire duration. For the requirements analysis steps, they
underline that many problems are due to (1) poor com-
munication, (2) inadequate techniques and tools, (3) a
tendency of developers to take shortcuts, and (4) a fail-
ure to consider alternatives.

In the third textbook of the table, Schach emphasizes
the need to have a requirements team'?, but he gives
no hint about the number of members in such a team.
However, as a best-practice recommendation for student
CBS development projects, Schach states that the ideal
size of a development team is 3, “the smallest number of
team members that cannot confer over a standard tele-
phone”!!.

In the fourth textbook of the table, Pfleeger and Atlee
mention team size and team interactions as important
considerations for a CBS development project. In par-
ticular, they highlight that teams working separately can
check each other’s views in a checks-and-balances ap-
proach to CBS development. About the size of a team,
they recommend that 3 is better than 4. However, this
recommendation is for inspection teams, and no other
recommendations are given about team size, apart from
(1) including a project’s manager in the project’s team
and (2) building a hierarchy of the roles needed to con-
duct the steps of the project.

In the fifth and last textbook of the table, van Vliet
dedicates an entire chapter to the topic of teams in SE, as
one of the problems to be addressed in project manage-
ment. He recommends forming small teams to increase

10Schach actually calls them “requirements teams” and uses the
term “team” more than 600 times, in almost every page, and he de-
scribes nearly every activity in terms of a team performing it.

HSchach offered this advice no later than 2011, long before the
popularization of online meeting applications.



productivity and to reduce communication overhead. In
addition, van Vliet advises selecting people with dif-
ferent roles and specializations. For roles, he names
manager, tester, designer, programmers, but not ana-
lyst. For specializations, he names in particular, com-
petency in advanced tools that support CBS develop-
ment. His suggested size for CBS development teams is
from 4 to 5 members. He discusses the need (1) for dif-
ferent expertises for multidisciplinary projects and (2)
for sufficient domain knowledge among team members
in a CBS development project. He discusses the fail-
ure to fulfill these needs in inspection teams as risks
that need to be addressed. Concerning requirements,
van Vliet observes that “market-driven software devel-
opment (...) is more like requirements invention or
problem-formulation”, and as a consequence, creativity
plays an important role in requirements elicitation.

2.1.3. Other Sources

Among the textbooks not satisfying all the criteria
used to select the SE textbooks listed in Table 1, it is
worth mentioning the additional item in Table 2 with 4
editions that are available only in English. Its first edi-
tion was published in 2007. So, it is more recent than
any of the five books listed in Table 1.

Tsui et al. discuss communication problems and the
need to have people with the right skills in the context
of assigning people to the roles of designing and coding
of different features of a CBS. They highlight the need
to address the tradeoffs between communication prob-
lems and expertise and between the size of teams and
the number of teams. They suggest that one of the es-
sential roles in a CBS development project team is that
of requirements gatherer. Tsui et al. devote an entire
chapter to requirements analysis and another to project
management, but team size is not considered in either
of these chapters.

It is worth mentioning also the technical writing text-
book by Laplante (Laplante, 2018), which observes
that group-oriented elicitation techniques embody some
form of brainstorming. Brainstorming as a requirements
gathering technique is also suggested by Stephens
(Stephens, 2015). He notes on one hand, that it is ad-
visable to convene for a brainstorming session, as di-
verse a group of stakeholders as possible, to allow as
many viewpoints as possible, and on the other hand, that
brainstorming becomes less effective if the size of its
group becomes larger than 10 or 12.

2.1.4. Conclusions for the SE Textbook Review

Recall that the scenario driving decisions concerning
the conduct of the study to review SE and RE textbooks
is that an RA needs advice on staffing ReqElic activities
in a CBS development project and on the GvslI issue for
these ReqElic activities. The RA consults the SE and
RE textbooks that he or she used during his or her edu-
cation as an RA. The main result of the SE textbook part
of the study is that the RA will not find any real advice.
Each of the most successful SE textbooks deals, albeit
in its own way, with the Gvsl issue for SE processes
in general. Only a few give detailed numerical group
size recommendations for some SE processes, and none
gives a detailed recommendation for RE-process group
size.

First, each textbook mentioned in Table 1 points to
the critical role of communication among the members
of any group. Each textbook explains that the effective-
ness and efficiency of any group’s communication de-
pend on the amount of communication overhead in the
group. Some of them quantify the communication over-
head of a group using the classical quadratic formula
for the number of communication links in the group as
a function of the number n of members in the group,
%‘1). The amount of time needed from group mem-
bers to service each line of communication varies from
group to group, and even within a group. No matter
what the minimum time per line is for any group, there
is always some number m of members such that the
amount of time required to service the m— 1 new lines of
communication created by adding the m™ group mem-
ber adds up to more time than the m"™ member adds
to the total work time of the group. Thus, we can say
that there is an upper bound on a useful group size.
This growth in group communication overhead was in
play when Brooks observed in his seminal The Mythi-
cal Man-Month (Brooks, Jr., 1995), that “Adding more
people to a late project makes it even later.”” — because
of this group communication overhead plus the simple
fact that the new member initially soaks up some of the
work hours of those assigned to mentor him or her.

Some of the textbooks mention behavioral factors af-
fecting communication effectiveness and efficiency. For
example, status differences among group members can
effect communication, if status-conscious group mem-
bers allow managers and the more experienced mem-
bers to dominate the group’s communication.

To no surprise, all the textbooks consider the size and
complexity of the CBS being developed as a key fac-



tor impacting the Gvsl issue. After all, the field of SE
emerged in 1968 out of alarm at the increasing size and
complexity of CBSs (Naur and Randell, 1968).

All the textbooks say that projects to develop big
CBSs need more people than those to develop small
CBSs. For example, Pressman states that if the CBS
to be developed is small, then it is better to have a sin-
gle individual than a multi-person group developing it.
However if the CBS to be developed is big, its devel-
opment project will need more people to cope with its
complexity.

Limits on the duration of a CBS development project,
e.g., to beat competitors to the market or to meet the
CBS client’s deadline, force additional constraints on
project staffing. For example, Schach declares that “To-
day’s projects are too large to be completed by a sin-
gle individual within the given time constraints. In-
stead, a team of software professionals collaborate on
the project”.

Out of recognition that a CBS development project
involves a variety of different processes, many of the
textbooks recommend that the skills and expertises that
are needed in the development be considered in staffing
the project’s group. In particular, a group’s size can be
no smaller than the number of people needed to provide
the needed skills and expertises.

Consideration of the Gvsl issue for RE groups shows
up in a round-about manner. All five text books sug-
gest using creativity enhancement techniques (Higgins,
1994; Saha et al., 2012), in particular, brainstorming to
mitigate the risks arising from communication overhead
or lack of domain or professional expertise in groups
for RE processes. Thus, indirectly, group size recom-
mendations for brainstorming become implicit group
size recommendations for the RE processes. The fact
is that many creativity techniques advise on the num-
ber of people to be involved. For example, the origi-
nal descriptions of brainstorming (Osborn, 1948, 1953)
suggests having 12 people, both experts and novices,
with the novices being expected to provide more unex-
pected ideas. However, recent studies of brainstorming
have shown that, depending on the kind of problem to
be solved by a brainstorming sessions, small groups and
even individuals may be more effective at brainstorm-
ing than large groups (Aurum and Martin, 1998; Mich
et al., 2010; Sakhnini et al., 2017). The idea is that of-
ten, is not possible to have a large number of people, and
a small number of open-minded experts and novices,
guided by a creativity enhancement technique, can ef-
fectively cover the space of creative ideas. The guide-
lines for the JAD technique suggests a group size corre-
sponding to the number of possible stakeholders inside

and outside the system (Wood and Silver, 1999; David-
son, 1999). However, the textbooks that suggest using
brainstorming and JAD do not mention that there are
guidelines for the size of groups for these methods. The
Schach textbook discusses Agile development methods
and its concept of pair programming (Agile Alliance,
2001). However it does not explicitly address the Gvsl
issue in this context.

It is important to remark that none of the numbers
given by the SE textbooks appears to have a formal em-
pirical basis; that is none is described as arising from
an empirical study of group sizes for its process. Each
seems to arise from the personal, possibly industrial ex-
perience of its textbook’s authors or from what these
authors understand that industrial practitioners believe.

Finally, in the SE textbooks, all suggestions concern-
ing group sizes are about the overall CBS development
process, and are not focused on RE activities. Even cre-
ativity techniques, which are used a lot in RE, can be ap-
plied in many other steps of the CBS development pro-
cess, e.g., to identify possible implementations of speci-
fied requirements and to identify defects in an inspected
document.

2.2. Requirements Engineering Textbooks

2.2.1. Introduction: Choosing the RE Textbooks

The second part of the textbook review focused
on RE textbooks. Books and the related information
were retrieved using the Google (google . com), Ama-
zon (amazon . com), and Worldcat (worldcat .orq)
search engines, as for the SE books. The scenario, intro-
duced at the beginning of Section 2, that describes how
textbooks are used by an RA to answer his or her Gvsl
questions, now includes the possibility that the textbook
the RA consults is an RE textbook.

For selecting RE textbooks, we applied criteria
weaker than those for SE books!2. The differences arose
from the necessity to take into account that RE is a spe-
cialized sub-area of SE and therefore the target audience
and market for an RE textbook are smaller. Not only
will there be fewer readers, but also the textbook will
be translated into fewer languages. In addition, RE as a
research and professional area started later than SE, i.e.,
in the early 1990s. Also, the first RE textbooks were
first published more than 15 years after the first SE text-
books were. Finally, the simple fact is that the focus of

120therwise, the list of RE textbooks to examine would be empty!



this paper is on RE; therefore, we needed a way to in-
clude more RE textbooks. The main weakening is that
we counted a reprinting of an unchanged edition as well
as a new edition as evidence of popularity. We ended up
considering only those RE textbooks that

* have reached at least three editions or reprintings
or'3 (not “and”)

* have been translated into at least one language
other than the original language.

To simplify the ensuing discussion, we use the term
“version” to mean “edition or reprinting”.

There are many other books for RE, and many of
these are specialized to a specific approach, e.g., Agile;
issue, e.g., analysis of non-functional requirements; or
techniques, e.g., elicitation techniques. However, we fo-
cused our study on those books that have possibly been
adopted as textbooks, so that they have to be more com-
prehensive in their coverage of RE processes.

In the end, we found ten qualifying textbooks, and
they are listed in Table 3, ordered by decreasing num-
bers of versions.

The structure of 3 is the same as that of Table 1, ex-
cept that the information in Column 2 for each textbook
is a citation to the most recent version of the textbook
that we know of.

A first analysis of Table 3 confirms that RE became
established as a taught discipline in the second half of
the 1990s. The table also shows that each of the main
publishers has at least one successful RE textbook.

An interesting observation is that eight of the ten text-
books listed in the table have at least 350 pages in their
last versions, with Pohl’s textbook reaching 813 pages.
Also, when a textbook has more than one version, the
last version has more pages than the first. These high
page numbers reflect the more complete, in-depth cov-
erage of topics of the textbooks involved. The two ex-
ceptions, the textbooks by Hull ef al. and by Kotonya
and Sommervile, each with fewer than 300 pages in its
last version, cover topics to only the depth necessary
to explain to the practitioner what to do, probably ac-
counting for their success and being listed in the table.
On the other hand, a longer textbook does possibly ad-
dress many specific topics, such as those related to our
research question, “Is it possible to give advice about
the number of RAs to involve in ReqElic sessions?”

13The weakeners of the criteria are italicized.

2.2.2. Groups and Requirements Elicitation in RE Text-
books

The first editions of the RE textbooks by Sommerville
& Sawyer and by Kotonya & Sommerville were pub-
lished in 1997 and 1998 respectively, about a half
decade after RE became a named field. The first edi-
tions of the RE textbooks by industrial RE practitioners
Robertson & Robertson and Wiegers were published in
1999.

In the first textbook of the table, Dick et al. describe
requirements elicitation as having multiple activities of
which stakeholder identification is the most important.
They suggest using teams for many of the activities. For
example, they suggest team workshops with stakehold-
ers as a way to gather the stakeholders’ requirements.
They recommend splitting a large team of stakeholders
into small teams, but with no recommendation about the
size of these small teams. Only when Dick et al. de-
scribe an actual project, they report actual team sizes,
but these sizes are reported as historical facts, and not
as recommendations.They appear to use “brainstorm-
ing” to describe meetings that go beyond just the ba-
sic creative idea generation. This generalization of the
meaning of “brainstorming” appears to be common in
industrial practice. However, with this generalization, it
is not possible to apply what is known from empirical
studies about brainstorming in its traditional form to all
processes they call “brainstorming”.

In the second textbook of the table, Robertson and
Robertson name “requirements analyst”, “business ana-
lyst”, and “project manager” as roles to be included in
the project team that develops a CBS together with more
traditional roles such as “developer”'®. They suggest
that the best requirements analysts have many skills, in-
cluding listening, understanding, translating, modeling,
inventing, negotiating and mediating, iterating, and or-
ganizing. They discuss the problems of team productiv-
ity and composition. Concerning a team’s productivity,
Robertson and Robertson cite Brooks’s recommenda-
tion not to add people to a late project in order to avoid
making it even more late. However, they offer no other
hint about team sizes.

14The literature and this paper tends to use all variations of the verb
“to develop” but one as applying to the whole of a project to build,
construct, etc. — i.e., to develop — a CBS. The one exception is the
specific word “developer” that tends to be used strictly to name some-
one who converts specifications or ideas into code. Thus, someone
playing the role of RA is not considered by most to be playing the
role of developer.



Table 3: Requirements En

gineering Textbooks

Textbook Editions

1 | Dick, Jeremy; Hull, Elizabeth; and Jackson, Ken: Require- | 1sted. 2002 (213 pages)
ments Engineering, 4th ed., Springer, 2017 4th ed. 2017 (239 pages)
Hull, Elizabeth; Jackson, Ken; and Dick, Jeremy: Require- | Translated to German, Korean
ments Engineering, 3rd ed., Springer, 2011

2 | Robertson, Suzanne and Robertson, James: Mastering the | 1sted. 1999 (404 pages)
Requirements Process: Getting Requirements Right, 3rd | 3rd ed. 2012 (reprinted 2014) (547 pages)
ed., ACM Press/Addison-Wesley, 2012 Translated to Chinese, Japanese
Robertson, Suzanne and Robertson, James: Mastering the
Requirements Process, Addison-Wesley, 1999

3 | Wiegers, Karl E. and Beatty, Joy: Software Requirements, | 1sted. 1999 (350 pages)
3rd ed., Microsoft Press, 2013 3rd ed. 2013 (reprinted 2015) (637 pages)
Wiegers, Karl E.: Software Requirements, Microsoft Press, | Translated to Chinese, German, Czech, Portuguese
1999

4 | Maciaszek, Leszek: Requirements Analysis and Systems | 1sted. 2001 (378 pages)
Design, 3rd ed., Pearson, 2007 3rd ed. 2007 (656 pages)
Maciaszek, Leszek: Requirements Analysis and Systems | Translated to Chinese
Design: Developing Information Systems with UML,
Addison-Wesley, 2001

5 | Laplante, Phillip A.: Requirements Engineering for Soft- | lsted. 2009 (241 pages)
ware and Systems, 3rd ed., CRC Press, Taylor & Francis, | 3rd ed. 2017 (400 pages)
2017 No translations

6 | Leffingwell, Dean and Widrig, Don: Managing Software | 1sted. 1999 (528 pages)
Requirements: A Use Case Approach, 2nd ed., Addison- | 2nd ed. 2003 (reprinted 2012) (544 pages)
Wesley Professional, 2003 No translations
Leffingwell, Dean and Widrig, Don: Managing Software
Requirements: A Unified Approach, Addison-Wesley Pro-
fessional, 1999

7 | van Lamsweerde, Axel: Requirements Engineering: From | 1sted. 2009 (682 pages)
System Goals to UML Models to Software Specifications, | 2nd ed. 2011 (reprinted 2013) (682 pages)
2nd ed., Wiley, 2011 Translated to German

8 | Kotonya, Gerald and Sommerville, Ian: Requirements En- | Only ed. 1998 (294 pages)
gineering: Processes and Techniques, Tth reprinting, Wi- | 7th reprinting 2005 (294 pages)
ley, 2005 No translations

9 | Sommerville, lan and Sawyer, Pete: Requirements Engi- | Only ed. 1997 (404 pages)
neering: A Good Practice Guide, 6th reprinting, Wiley, | 6th reprinting 2006 (404 pages)
2006 Translated to Italian

10 | Pohl, Klaus: Requirements Engineering: Fundamentals, | German ed. 2008 (741 pages)

Principles and Techniques, Springer 2010
Pohl, Klaus: Requirements Engineering — Grundlagen,
Prinzipien, Techniken (in German), Dpunkt 2008

English ed. 2010 (813 pages)




To find a response to any business event, Robert-
son and Robertson suggest having an event workshop,
an intensive session involving stakeholders and ana-
lysts. They suggest creativity techniques, such as inno-
vation workshops and brainstorming, as ways to trawl
for, i.e., to elicit, requirements from stakeholders. That
said, they nevertheless emphasize that often require-
ments need to be invented not elicited.

In the third textbook of the table, Wiegers and Beatty
describe RE in terms of team activities. One such team
activity is the requirements workshop; it should be kept
small, but it should include the right stakeholders. The
roles of an RWS include a facilitating business analyst
(BA), a project manager, a product manager, a product
owner, a subject matter expert, a developer, and some-
times even a user. If each role is played by a different
person, this recommendation implies a team of seven
members. On the other hand, Wiegers and Beatty say
that a small team works much faster than a larger team,
because “workshops with more than five or six active
participants can become mired in side trips, concurrent
conversations, and bickering”. That is, communication
problems are considered harmful to team productivity.
Also, they advise running multiple workshops in paral-
lel in order to explore the requirements of different user
classes.

Wiegers and Beatty say that the skills of a BA must
include “communication, facilitation, and interpersonal
skills with technical and business domain knowledge
and the right personality for the job. Knowledge, ex-
perience, and the authority to make decisions are qual-
ifications for participating in elicitation workshops.” In
addition, a BA needs to know how to apply a variety of
different elicitation techniques, according to what the
current situation demands.

Among requirements elicitation techniques, in addi-
tion to JAD, a group technique, Wiegers and Beatty sug-
gest brainstorming with the support of a mind-mapping
tool. However, they frequently use the term “brain-
storming” as a synonym of meeting and not as the name
of a full-fledged technique, based on a few clear princi-
ples and guidelines.

In the fourth textbook of the table, Maciaszek de-
scribes what he calls requirements determination as a
two-step process in which BA and system analyst are
the main roles. A BA has to discover a CBS’s require-
ments by consulting with the CBS’s customers and ex-
perts in the CBS’s domain, unless he or she already
has sufficient experience with this domain. Maciaszek
considers working in groups as relevant in almost all
development phases, including testing, which is to be
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assigned to a CBS quality assurance group'. In the
initial phases of a CBS development project, when a
business process redesign and the identification of the
related requirements are necessary, Maciaszek suggests
that a team should be responsible for one or more end-
to-end business processes. He highlights (1) the syner-
gies among team members as critical and (2) the need
“to align personal goals with organizational strategies
and objectives emphasize teamwork”.

The only indication of recommended team sizes that
Maciaszek offers are for the teams that are developing
a CBS’s GUI (graphical user interface), whose design
in general requires an interdisciplinary approach, and in
turn, a number of experts.He says that for the design of
a GUI for a small CBS, for which a formal approach is
not necessary, a team of 10 developers is preferred.

Maciaszek describes the role of teams in other meth-
ods and organizational structures, such as Agile meth-
ods, Rapid Application Development (RAD), and Soft-
Ware Action Teams (SWAT). However, for require-
ments identification techniques, Maciaszek says that ev-
ery modern group technique for requirements elicitation
involves group dynamics. He describes one of them,
brainstorming, as a requirements elicitation method that
“can help [an analyst] to be a bit more creative”. For a
brainstorming session, Maciaszek suggests having from
12 to 20, more than recommended in the original de-
scription of the technique (Osborn, 1948, 1953). He
describes JAD as a brainstorming-like technique, while
suggesting that the number of people to participate in
a JAD group should not be more than 25 to 30. How-
ever, these recommendations are for groups working in
the whole development process and are not for require-
ments elicitation groups.

In the fifth textbook of the table, Laplante describes
the different roles that a competent requirements engi-
neer has to play: software or systems engineer, subject
matter expert, architect, business process expert. He
then describes the skills each role needs. He explains
that the RE for any particular CBS may need to involve
different analysts, each playing one or more of the roles.
Laplante’s list of roles is actually a different approach,
to illustrate the skills needed to be a competent RA, and
in turn, to illustrate the need to involve different RAs in
any RE activity.

Laplante devotes a whole section to group work in
his chapter on requirements elicitation, in which he
describes many specific requirements elicitation tech-
niques. In this section, he explains that many of these

15 Almost all the textbooks describe testing as a team activity.



techniques, e.g., brainstorming and JAD, benefit or re-
quire group work. He gives a number of recommenda-
tions, e.g, “Stay on the agenda throughout the meeting
(no meeting scope creep)” and “Allow all to have their
voices heard” that help a group to be productive while
avoiding the risk of conflict and divisiveness. Other than
the fact that the risk of conflict and divisiveness that
can reduce a group’s productivity arises at least partially
from having too large a group, there is no discussion
about the number of members a group should have.

In the sixth textbook of the table, Leffingwell and
Widrig describe CBS development as a team activity;
thus, so is requirements elicitation. They also state that
larger teams need heavier methods. Their approach to
RE is based on what they call six “team skills”.

The first skill, analyzing the problem, includes iden-
tifying stakeholders and users so that they may be in-
volved in modeling the business. The second skill, un-
derstanding user needs, includes eliciting requirements
which are a reflection of user needs. A system analyst
leads and coordinates requirements elicitation.

Besides traditional requirements elicitation tech-
niques, such as interviewing, questionnaires, and pro-
totyping, most of Leffingwell and Widrig’s suggested
techniques are team techniques: requirements work-
shops, brainstorming, and role playing. They express
a strong preference for workshops, which is, in their
minds, the most powerful technique for eliciting re-
quirements. They say that it is “the one to choose if
you have only one to pick up”. Leffingwell and Widrig
describe a brainstorming session as the most important
part of requirements workshops.A requirements work-
shop team must include all significant stakeholders plus
one facilitator.

Leffingwell and Widrig give very general suggestions
concerning the make up and conduct of a CBS develop-
ment team, i.e., for the entire development process. In
particular, for the skill of building the right system, they
recommend to keep the team’s size from small to mod-
erate, from 10 to 30 members, to cover all the necessary
roles and activities. However, in the real-life case used
to illustrated their approach, neither a requirements en-
gineer nor an RA is included. They give another rec-
ommendation to deal with a need to add a new team
member, who must be able to participate in a coordi-
nated team effort and to communicate effectively with
the other members.

The seventh textbook of the table, van Lamsweerde’s
RE textbook, at 682 pages, is the second largest listed
in the table. Van Lamsweerde covers requirements elic-
itation in the second out of 18 chapters. He divides
requirements elicitation techniques into two kinds, (1)
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artifact driven, based on artifacts used to gather useful
information, such as questionnaires, scenarios, and pro-
totypes, and (2) stakeholder driven, based on different
forms of interaction with system stakeholders and users,
such as interviews and observations. The stakeholder-
driven techniques include also group sessions. A group
session is organized in the form of a group workshop
in which participants have defined roles: leader, mod-
erator, manager, user, and developer. Van Lamsweerde
suggests JAD as a variant of a group session. He pro-
poses brainstorming as an unstructured group session,
in which participants have less defined roles. Brain-
storming is run in two stages, idea generation and idea
evaluation, based on rules derived from those of the tra-
ditional brainstorming technique (Osborn, 1948, 1953),
but with no suggestion of the number of people to be
involved.

The discussion of the pros and cons of groups empha-
sizes

* on the pro side, (1) the synergies that support con-
flict resolutions and (2) the idea that finding new
ways to address a problem fosters the desired cre-
ativity, and

* on the con side, the group dynamics that (1) can
be time consuming and (2) can lead to lack of fo-
cus, rambling discussion, and superficial coverage
of technical issues, working against the efficiency
and effectiveness of the group.

Sommerville, the author of the most popular SE text-
book, co-wrote two RE textbooks, one with Kotonya
and another with Sawyer.

In the eighth textbook of the table, one of the shortest
of the RE textbooks, Kotonya and Sommerville focus on
the RE process, its activities, and its techniques. Their
starting point is that “as there is no one catch-all tech-
nique applicable to all types of systems, requirements
engineers need to know about a range of different tech-
niques.” They describe the roles that are needed for the
activities in the RE process and state that each role may
have a person or a group playing it.

Kotonya and Sommerville illustrate a variety of elici-
tation techniques: interviewing, software system anal-
ysis, scenario analysis, ethnography, prototyping and
requirements reuse. They also introduce a viewpoint-
oriented requirements analysis technique and say that
it has to consider the needs and goals of a variety of
different stakeholders, such as users and related inter-
acting systems. They observe that RE is a human en-
deavor. Therefore, each method needs to be able to
support multiple people to communicate effectively. In



their descriptions of activities and techniques, they only
rarely mention teams and how activities and techniques
are affected by or affect teams. Among the exceptions,
teamwork and team distribution are described as prob-
lems to solve for effective requirements analysis.

In the ninth textbook of the table, Sommerville and
Sawyer, by their practical-sounding textbook title, im-
ply that the goal of their textbook is to illustrate “guide-
lines which reflect the best practice in requirements
engineering”. Throughout the textbook, they use the
phrase “discovering ... requirements”, a creative pro-
cess, to describe the step that is normally called “re-
quirements elicitation”.

Sommerville and Sawyer mention the roles of RA
and requirements engineer and of stakeholder represen-
tative. Based on their experience in research and in
CBS development, Sommerville and Sawyer propose 66
guidelines, or key good practices, to improve RE pro-
cesses. Some of the guidelines are specific for discover-
ing requirements. Concerning teamwork, Sommerville
and Sawyer give almost the same general recommenda-
tions as the other textbooks. Specifically, they say that
teams are necessary to improve the RE process, to re-
view and validate requirements, and in general, to ap-
ply the practices suggested by the Capability Maturity
Model (Paulk et al., 1995).

Sommerville and Sawyer emphasize that when there
are many teams or there are teams working in differ-
ent locations, requirements management has to be sup-
ported by a requirements database. However, they do
not discuss the use of teams in the context of discover-
ing requirements, and in the first part of the textbook,
they say nothing about the need for teamwork in RE ac-
tivities.

Sommerville and Sawyer suggest brainstorming, as
a creative technique, in order to identify and analyze
hazards in a CBS. However, at the same time, they say
that creativity may not be necessary.

The tenth textbook of the table, Pohl’s RE textbook,
at 813 pages, is the largest listed in the table, and it is
the most recent. Pohl gives a comprehensive descrip-
tion of a variety of requirements elicitation techniques,
whose common goal is to develop also “new and inno-
vative requirements”’. He emphasizes that RE is a pro-
cess performed by teams. Teams’ doing processes al-
lows team members to influence each other for the ben-
efit of the whole team. Therefore, he suggests group
work for many of the RE activities, including to eval-
uate the relevance of stakeholders and to find new and
innovative requirements.

He gives detailed descriptions and illustrations of
many techniques, including group techniques: group in-
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terviews; JAD; group workshops, focus groups. For a
workshop, Pohl suggests inviting between 5 and 15 par-
ticipants, to be able to include representatives of all rel-
evant stakeholders and experts to cover all the types of
requirements. On the other hand, he says that it is neces-
sary to avoid too-large groups, which suffer the negative
effects of group-communication overhead. To address
the tradeoff between too-small and too-large groups, he
suggests splitting a large group into sub-groups for spe-
cific processes. Pohl does give advice on what to do
when the problems, such as conflicts and contradictions,
associated with group communication surface, e.g., re-
gard them as opportunities for negotiating and com-
ing up with innovative ideas and solutions A workshop
should be moderated, if possible, by an external mod-
erator. Pohl discusses negative effects arising in group
work, including the so-called group-thinking effect, in
which less dominant participants tend not to express
their ideas.

Pohl describes brainstorming as an assistance tech-
nique, i.e., a technique that can be applied, for exam-
ple, in a workshop in which participants are selected
from the stakeholders. For brainstorming, Pohl sug-
gests using from 8 to 10 of the participants of the work-
shop. Another assistance technique is the KJ technique
(Ohiwa et al., 1997), so named after its inventor, Jiro
Kawakita. The original version of the KJ technique in-
cludes individual brainstorming as its first step. KIJ is
a group technique, and Pohl suggests to limit its group
size to five or six participants.

2.2.3. Conclusions for the RE Textbook Review

Recall that the scenario driving decisions concerning
the conduct of the study to review SE and RE textbooks
is that an RA needs advice on staffing ReqElic activities
in a CBS development project and on the Gvsl issue
for these ReqElic activities. The RA consults the SE
and RE textbooks that he or she used during his or her
education as an RA. The main result of the RE textbook
part of the study is that the RA will find only generic
advice.

Almost every reviewed RE textbook recommends
group work as important for conducting good RE. How-
ever, there are differences in how work group is in-
troduced. Some textbooks, i.e., those by Wiegers and
Beatty, by Widrig, and by Pohl, suggest work group
more strongly than others and describe RE specifically
in terms of group activities. On the other hand, some
textbooks, i.e., by Kotonya and Sommerville and by
Sommerville and Sawyer, rarely mention group work.



Each of the textbooks in Table 3 that talks about group
work, talks about it for the entire RE process. Very few
textbooks describe group work specifically for carrying
out ReqElic activities. For example, the textbook by
Laplante devotes a whole section to group work in the
chapter on requirements elicitation. Thus, only a few
RE textbooks actually address the research question and
the Gvsl issue for ReqElic activities.

In some of the textbooks, i.e., those by Robertson and
Robertson and by Maciaszek, the relevance of RE in
the SE process is reflected in the new specialized role
of RA, BA, or both. Nevertheless, many of the RE
textbooks, i.e., those by Robertson and Robertson, by
Wiegers and Beatty, by Laplante, by Leffingwell and
Widrig, by Dick et al., and by Sommerville and Sawyer,
describe skills for this role. Basically, an RA or BA has
to have both soft skills — the ability to effectively inter-
act inside and outside groups, and to act as a stakeholder
representative — and hard skills — the ability to apply
SE, RE, and business knowledge. The descriptions of
these skills are used to give suggestions for the compo-
sition of groups, starting from the basic consideration
that any productive group has to include RAs and BAs
that cover all the named skills.

For group activities in RE, almost every textbook sug-
gests workshops. Some textbooks recommend work-
shops specifically for requirements elicitation. For ex-
ample, Wiegers and Beatty suggest requirements work-
shops; Robertson and Robertson suggest event work-
shops, and Van Lamsweerde suggests group session in
which each participant has defined roles; and Leffing-
well and Widrig consider requirements workshops to be
the most powerful requirements elicitation technique.

Similar to the SE textbooks, many an RE textbook
suggests creativity techniques, usually brainstorming,
to help elicit requirements. Sommerville and Sawyer
suggest brainstorming for the specific purpose of iden-
tifying hazards in a CBS; they add that creativity may
not be necessary for this specific kind of brainstorming.
Many an RE textbook suggests group techniques other
than brainstorming for requirements elicitation, usually
JAD.

For the application of group techniques, some text-
books provide recommendations on group sizes. Those
that suggest workshops, recommend — in different
ways and for different reasons — to keep groups small,
but to include the right participants. The common goal
for these recommendations is to minimize group dy-
namics and to maximize skill and stakeholder cover-
age. For example, Dick et al. recommend splitting a
large workshop team into small teams, but say noth-
ing about the sizes of these small teams. Pohl suggests
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5 to 15 participants to represent all relevant stakehold-
ers and to cover all the types of requirements. He ad-
vises avoiding too-large groups that suffer the negative
effects of group-communication overhead by splitting
a large group into sub-groups, each for a specific pro-
cess. Robertson and Robertson recommend not to add
people to a late project, to avoid making it even later;
however, they offer no other hint about group sizes.
Wiegers and Beatty say that a small team, with 5 to 6
participants, works much faster than a larger team. For
a brainstorming session, Maciaszek suggests having 12
to 20 participants, even though the original description
of brainstorming recommends that each brainstorming
group should have 12 participants (Osborn, 1953), For
a JAD group, he suggests having even more, namely 25
to 30 participants. Leffingwell and Widrig recommend
that a group should have 10 to 30 participants, to cover
all the necessary roles and activities. However, these
recommendations are for groups working in the whole
RE process, to cover all roles and activities, and are not
specifically for ReqElic groups.

Van Lamsweerde says that it is possible to adopt an
Agile approach for a CBS project and assign it to a small
group, if the CBS to be developed is small enough.
However, he does not give specific numbers to quantify
either the size of the project or the size of the group.

Finally, Kotonya and Sommerville discuss the size of
a team that is conducting a requirements review. They
say that such a team normally has 4 or 5 members. They
emphasize that there is no ideal size, as it depends on the
size of the CBS being developed and on the number of
stakeholders.

In conclusion, many RE textbooks give recommen-
dations for sizes of groups for RE as a whole and for
specific RE activities. However, few give recommenda-
tions for sizes of groups specifically for ReqElic activi-
ties. The recommendations that are given are explained
in qualitative terms, e.g., not to be too big and to cover
needed expertise. Most importantly, none gives data-
supported advice for the Gvsl issue relative to ReqElic
activities.

3. The Online Survey

3.1. Design of the Survey

To investigate the research question defined for our
study, we designed a survey based on an online ques-
tionnaire. In designing the questionnaire, we took into
account general guidelines and good practices for ques-
tionnaires (Sloan and Quan-Haase, 2017; Miles et al.,
2019). We designed a pilot questionnaire with only



12 questions, mostly multiple-choice questions. A few
questions were open, asking the respondent to complete
a partial sentence, such as “Three factors that cause me
to recommend using xxx for yyy are ...”. We gave the
pilot to three practicing RAs that we knew personally.
We were able to validate that the questions were under-
stood as we intended them to be. In addition, we re-
ceived some suggestions to improve some of the ques-
tions. These suggestions included simplifications of the
wording of some questions, making sure that the same
word is used for any concept throughout the questions,
making the wording of some related questions more uni-
form, and providing more and better choices for an-
swers to some questions. In particular, we decided to
abbreviate “requirements elicitation” everywhere in the
questionnaire by “ReqElic”, to distinguish it from “RE”,
which is the more general “requirements engineering”.
We abbreviated also “business or requirements analyst”
as “BoRA” Finally, we decided to provide an incentive
to answering the questionnaire by offering each respon-
dent an opportunity to win a copy of some RE books.

Based on this feedback, we designed the final ques-
tionnaire with 12 questions, Q1-Q12, each of which has
from one to four subquestions, for a total of 19 subques-
tions to answer. A so-called question is a place holder
for its answerable subquestions. Overall, the questions
ask each respondent about how ReqElic is done in CBS
development projects at his or her company. Among
Q1-Q12, each of the 15 subquestions of Q1-Q8 is mul-
tiple choice, Q9 is open, asking the respondent to ex-
plain his or her answer to the multiple-choice subques-
tion of Q8, and each of Q10-Q12 is open.

Each of the 13 multiple-choice subquestions of Q1-
Q6 asks the respondent how frequently something X
happens in CBS development projects at his or her com-
pany. The subquestion simply asserts X. Then the re-
spondent indicates how often X happens by choosing
one of four possible answers'®. The possible answers
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to an assertion are variations of “in all our projects”, “in
most of our projects”, “in some of our projects”, and “in
none of our projects”. Thus, each possible answer is a
frequency of X’s happening, in terms of an estimate of
the fraction, among all CBS development projects in the
respondent’s company, of the projects in which X hap-
pens. Occasionally, each “project” in the four possible
answers for a subquestion of this form is qualified by
the same adjective, e.g., “complex”, limiting the kind of
project to be considered in answering the subquestion.
In more detail:

16 A possible answer is called a “modality” in the statistical litera-
ture.

e The four subquestions of QI ask the frequency
with which the respondent plays, in his or her com-
pany, each of four different CBS development roles
that include three RE roles that, in turn, include
two ReqElic roles.

* The three subquestions of Q2 ask the frequency
with which requirements identification is done in
the respondent’s company in each of three differ-
ent configurations of working individually or in a
group in the respondent’s company.

e The three subquestions of Q3-Q5 ask the fre-
quency with which requirements identification is
done in the respondent’s company in groups for
each of three different kinds of projects. For each
of these subquestions, each “project” in the possi-
ble answers is qualified by the kind, i.e., “large”,
“tight-deadline”, or “complex”, of project the sub-
question is about.

* The three subquestions of Q6 ask the frequency
with which each of three specific ReqElic tech-
niques is used in ReqElic group activity sessions
in the respondent’s company.

* The one subquestion of Q7 asks to choose the usual
group size in the respondent’s company, in terms of
one of five specific numbers of BoRAs.

* The one subquestion of Q8 asks to choose the ideal
group size in the respondent’s company, in terms of
one of three specific configurations of 4 individuals
and 0, 1, or 2 groups.

* The one subquestion of Q9 asks for an explanation
of the respondent’s answer to Q8.

* The one subquestion of Q10 asks to list three fac-
tors that cause the respondent to recommend using
groups of BoRAs for ReqElic.

* The one subquestion of Q11 asks to list three fac-
tors that cause the respondent to recommend not
using groups of BoRAs for ReqElic.

* The one subquestion of Q12 asks to list three key-
words that characterize the domain or sector of the
respondent’s company’s software system develop-
ment projects.

In the rest of this paper, when Qn has only one sub-
question, something like “the subquestion of Qn asks”
is written as simply “Qn asks”.



3.2. Realization of the Survey

In the end, in late August 2012, we deployed at
GoogleDocs, now GoogleForms), an online question-
naire titled “Requirements elicitation (ReqElic) in my
company”’ (Mich et al., Deployed 31 August 2012). To
implement the planned incentive to answer the ques-
tionnaire, we added a last question, Q13, inviting the
respondent to be entered into a drawing to win a
copy of the proceedings of the next REFSQ (Require-
ments Engineering: Foundation for Software quality)
Conference. We began to solicit respondents through
a variety of venues. We sent an advertisement de-
scribing the questionnaire to RAs or software devel-
opment managers that we knew and asked that they
send the advertisement on to other people in similar
roles. We posted the advertisement and the propaga-
tion request on the Facebook, Google+, LinkedIn, Re-
searchGate, Slideshare, and Twitter accounts of one
of the authors. We posted the advertisement and
the propagation request also on several e-mail lists,
e.g., [IBA, INCOSE, Requirements Engineering Net-
work’s forum, RE-online, and Yahoo’s Requirements-
Engineering Group. We posted also at several LinkedIn
groups, including AICA, Community of Practice Sys-
tems Engineering (CoP SE), America’s Requirements
Engineering Association, Business Analysts — Banga-
lore, ICT Africa, ICT Australia, IEEE Computer So-
ciety Italy Chapter, INCOSE, IREB Certified Profes-
sional for Requirements Engineering (CPRE), Modern-
Analyst.com — Business Analyst Community, Require-
ments Engineering Specialist Group (RESG), Systems
Engineers, and Requirements Engineering. Sometimes
we were assisted by the help of a friend who was in
a targeted organization and could post advertisements.
Thus, we have a convenience-enhanced-by-snowballing
sampling.

From the first advertising round, we got 53 an-
swered questionnaires and reported preliminary find-
ings (Sakhnini et al., 2017). During a second advertising
round, we sent reminders to the groups and communi-
ties of the first round, and we sent the announcement to
some new target groups and conference attendee lists.
After this round, we reached a total of 92 responses
(Mich et al., 2015). We cannot know the response rate
because we have no idea how many people saw the ad-
vertised invitation to fill out the questionnaire. How-
ever, our analysis of the answers to Q12, which asks a
respondent for three keywords to characterize the do-
main or sector of his or her company’s software system
development projects, allows us to be confident that the
respondents were working in many different domains.
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To the extent that different companies work in differ-
ent domains and that each company specializes in few
domains, we can be somewhat confident that the respon-
dents are working in many different companies or in at
least different divisions of the few large multi-domain
companies.

3.3. The Data

Strictly speaking, the conclusion about any subques-
tion should be in the form “The 92 respondents say that
X”. However, often the statement of the X involves
more than one variables and one clause about each vari-
able. Each clause should be in the form of “The 92 re-
spondents say that ...”. Therefore, to simplify the text
of the conclusion, we assume that what the respondents
say is true, “The 92 respondents say that” is omitted,
and X is asserted as a fact. Occasionally, the text re-
minds the reader that what is written is only what the
respondents say.

3.3.1. QI

The four subquestions of Q1 determine the frequency
with which the respondents play, in their companies,
each of four different CBS development roles that in-
clude three RE roles that, in turn, include two ReqElic
roles:

* I’'m directly involved as a business or requirements
analyst (BoRA),

* I'm directly involved as a software engineer,

e I’'m supervising ReqElic as a project manager or
similar role, and

* I’'m involved in ReqElic as a representative of the
client or customer.

Figure 1 shows a graph with four bars, one for each
of the four possible frequency answers. In this figure,
and in many others, the legend “in X” is an abbrevia-
tion for “in X [of] our projects”. The bars in the figure
show the distributions of the 92 respondents’ four fre-
quency answers for the four roles. Observe that (1) the
two largest “in none” regions are for the roles of being
directly involved as a software engineer and involved in
ReqElic as a representative of the client or customer and
(2) the two smallest “in none” regions are for the roles
of supervising ReqElic as a project manager or simi-
lar role and being directly involved as a BoRA. Con-
sequently, in the respondents’ companies, almost none
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Figure 1: Responses to Q1
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Figure 2: Responses to Q2

of the respondents is ever not being directly involved as
a BoRA!7, and a majority of the respondents are never
being directly involved as a software engineer. So, it is
clear that almost all of the 92 respondents are precisely
the kind people the survey was targeting, namely Bo-
RAs. This conclusion establishes the reliability of the
questionnaire’s answers.

3.3.2. 02

Q2 is the most important question. Its three subques-
tions determine the frequency with which requirements

7In other words, almost every respondent has been directly in-
volved as a BoRA at one time or another. The reason that the sen-
tence is written as a double negative is that the conclusion was drawn
by virtue of the fact that almost none of the respondents selected “in
none” as their answer for being directly involved as a BoRA. That is,
the results are reported using text from the question as it was written
and as the respondents saw it as they answered.
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requirementsidentified in agroup

0 20 40 60 80 100

Hinall ®inmost Minsome in none

Figure 3: Responses to Q3 — Q5

identification is done in the respondents’ companies in
each of three different configurations of working indi-
vidually or in a group:

* Requirements are identified as an individual activ-
ity, by a single BoRA, working alone

* Requirements are identified as an individual activ-
ity, by more than one BoRA, each working sepa-
rately

¢ Requirements are identified as a group activity.

Figure 2 shows the distributions of the 92 respon-
dents’ four frequency answers for the three configura-
tions. Observe that about one and a half times as many
respondents are identifying requirements as an individ-
ual activity, in any configuration, than as a group activ-
ity, in at least some of their projects.

3.3.3. 03-05

The subquestions of Q3—-Q5 determine the frequency
with which requirements identification is done in the re-
spondents’ companies as a group activity for a different
one of three different kinds of projects:

Q3:

Requirements are identified as a group activity in
large projects

Q4: Requirements are identified as a group activity in
tight-deadline projects

QS5: Requirements are identified as a group activ-
ity in complex (innovative or multi-disciplinary)

projects.



The bars in Figure 3 show the distributions of the
92 respondents’ four frequency answers for Q5, Q4,
and Q3, about the three kinds of projects. Observe
that more respondents are identifying requirements in
groups when the project is large or when the project is
complex than when the project has a tight deadline.

To explore requirements identification as a group ac-
tivity in in large, tight-deadline, and complex projects
more deeply, we conducted pair-wise crossings among
Q3, Q4, and Q5. The next section reports the results.

3.3.4. 03, 04, and Q5 Crossed with Each Other

Figures 4, 5, and 6 show the three pair-wise crossings
among Q3, Q4, and Q5. In this figure, and in many oth-
ers, the legend “in X Y” is an abbreviation for “in X [of]
our Y projects”. Each of these graphs shows the cross-
ing of a question, about how often requirements iden-
tification is done in groups in one kind of project, with
the same question, but with respect to a different kind of
project. These graphs show that there is a strong associ-
ation between how often requirements identification is
done in groups in different kinds of projects.

The more requirements identification is a group ac-
tivity in one type of project in a company, the more
requirements identification is a group activity in other
types of projects in the same company. The leftmost
bar of Figure 4 shows that about 48% of the companies
that do requirements identification as a group activity
in all their large projects, do requirements identification
as a group activity in all their tight-deadline projects.
The leftmost bar of Figure 5 shows that about 78% of
the companies that do requirements identification as a
group activity in all their complex projects, do require-
ments identification as a group activity in all their large
projects. The leftmost bar of Figure 6 shows that about
53% of the companies that do requirements identifica-
tion as a group activity in all their complex projects,
do requirements identification as a group activity in all
their tight-deadline projects.

In addition, Figure 3 shows that between 9 and 17 of
the 92 respondents said that none of the requirements
for each kind of project are identified as a group activ-
ity in their companies. An examination of the respon-
dents’ answers to the survey establishes that the same 9
respondents answer “none” for every kind of project.

3.3.5. 06
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The three subquestions of Q6 determine the fre-
quency with which each of the ReqElic techniques spec-
ified in the subquestions is used in ReqElic group activ-
ity sessions in the respondents’ companies:

* We use JAD in group ReqElic sessions
e We use brainstorming in group ReqElic sessions

* We use other creativity techniques in group Re-
qElic sessions.

The bars in Figure 7 show the distributions of the 92
respondents’ four frequency answers for the three Re-
qElic techniques. Observe that about five times as many
respondents are using brainstorming and other'® creativ-
ity techniques than JAD in group ReqElic sessions, and
in fact, in about 80% of the projects. Thus, other cre-
ativity techniques are being used during ReqElic in RE,
probably to help elicit, identify, and generate require-
ment ideas.

To determine how characteristics of projects, namely
size, complexity, and tightness of its deadline, affect the
choice of ReqElic techniques, namely JAD, brainstorm-
ing, and other creativity techniques, we did a number of
cross tabulations.

3.3.6. Q6 Crossed with Q3—Q5

First, we crossed the answers to the subquestions of
Q6, about how often specific ReqElic techniques are
used in groups, with the answers to Q3, Q4, and QS5,
about how often requirements identification is done in
groups in each of three kinds of projects, The results
of these comparisons are shown in Figures 8, 9, and
10, about large projects, tight-deadline projects, and
complex projects, respectively. In the legend of these
graphs, “RIG” means “Requirements are Identified in
Groups”, and “in X [of] our Y projects” is abbreviated
as “in X Y projects”!®.

Figures 8, 9, and 10 show that there are differences
between the kinds of projects in which JAD is used
and the kinds of projects in which brainstorming or an-
other creativity technique is used. The figures show that
independently of the kind — large, tight-deadline, or
complex — of project, among the companies in which

181n the context of Q6, “other” means “anything but JAD and brain-
storming”.

19 Appendix A of the extendeded version of this paper (Mich et al.,
Viewed 30 January 2022) explains how to read and interpret the graph
that results from a crossing, using Figure 8.
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JAD is used for group ReqElic in all their projects, re-
quirements identification is done in groups in either all
projects of the kind or in no projects of the kind.

Figures 8 and 10 show also that for two kinds —
large and complex — of projects, in each company
in which brainstorming is used for group RegElic in
all its projects, requirements identification is done in
groups mostly in all or most projects of the kind. In
other words, in those companies in which brainstorm-
ing is used for group ReqElic in all large and complex
projects, whether requirements identification is done in
groups is mostly polarized.

In fact, in general, bar-by-bar, Figures 8 and 10, about
large and complex projects, are similar and are different
from Figure 9, about tight-deadline projects.

3.3.7. Q7

Q7 determines for each of five different sizes, mea-
sured in numbers of BoRAs,

¢ 2 BoRAs,

¢ 3 BoRAs,

¢ 4 BoRAs,

¢ 5 BoRAs, and
e >5 BoRAs,

the number of respondents who say that groups in their
companies are usually of the size.

The bars in Figure 11 shows the distribution of the
group sizes in the companies of the 92 respondents.
Clearly, the length, 12, of the bar for “>5 BoRAs” is
so much bigger than the length, 1, of the bar for “5
BoRAs” because the bar for “>5 BoRAs” captures all
group sizes greater than 5, and probably, the bar for any
specific group size greater than 5 would be shorter than
the bar for the group size 5. In any case, the sum of the
lengths of the “5S BoRAs” and the “>5 BoRAs” bars is
less than the length of the “4 BoRAs” bar. Therefore,
in the respondents’ companies, the usual group sizes,
in order of decreasing occurrence, are actually 2, 3, 4,
and >4. In the rest of this paper, “>4 BoRAs” is oc-
casionally denoted as “5 BoRAs or >5 BoRAs”, and in
considering graphs involving Q7, the bar for “5S BoRAs”
is occasionally ignored.



100%

90%

50%

20%

30%

100%

90%

70%

60%

50%

30%

20%

10%

0%

inall

in most in some

Kind of ReqElic: JAD

innone

ERIGinalllarge WRIGinmostlarge MRIG insome large  MRIG in nonelarge

inall

in most in some

Kind of RegElic: JAD

WRIG in all tight-deadline

innone

Q6 XQ3

inall in most in some in none

Kind of RegElic: brainstorming

Figure 8: Q6 x Q3

Q6 X Q4

inall in most in some in none

Kind of RegElic: brainstorming

®RIG in most tight-deadiine M RIG in some tight-deadline

Figure 9: Q6 x Q4

Q6 XQ5

inall

inall

in most in some

Kind of RegElic: other

in most in some

Kind of RegElic: other

M RIG in none tight-deadline

inall

in most in some

Kind of ReqElic: JAD

in none

ERIG in all complex

inall in most in some in none
Kind of ReqElic: brainstorming

HRIG in most complex ~ MRIG in some complex

Figure 10: Q6 x Q5

19

inall

Hinall

in most in some

Kind of ReqElic: other

in none

innone

innone



2 BoRas

3 BoRas

4 BoRas

5 BoRas

> 5BoRas

o

5

Usual group size

10 15 20 25

30

35

2 BoRAs

Figure 11: Responses to Q7

Ideal group size

=lgroupofd =2groupsof 2 = 4individuals

Figure 12: Responses to Q8

Q7 XQ8

3 BoRAs 4 BoRAs 5 BoRAs
Real size

mlgroupof4 m2groupsof 2 m4individuals

Figure 13: Q7 x Q8

>5BoRAs

40

20

3.3.8. 08

Q8 determines ideal group sizes in the respondents’
companies, i.e., for each of three different configura-
tions,

e “4 individuals”,
e “2 groups of 2”7, and
e “l group of 47,

the number of respondents who say that the ideal groups
in their companies have the configuration.

Figure 12 shows the distribution of the ideal ReqElic
group sizes in the companies of the 92 respondents. In
these companies, the ideal ReqElic group sizes, in the
order of decreasing frequency, are:

e “2 groups of 27,
e “1 group of 4, and
* “4 individuals”.

That is, groups are preferred to individuals, and among
groups, smaller groups are preferred. Thus, when there
are four individuals available to do a ReqElic activity,
they are used to form two groups of two to do the ac-
tivity more often than to form one group of four to do
the activity, and still more often than to leave the four
individuals to do the activity alone and separately.

3.3.9. Q7 Crossed with Q8

Figure 13 plots the results of crossing the answers to
Q7, about usual group sizes, with the answers to Q8,
about ideal group sizes. It shows that the larger the usual
group size a respondent chose, the less often he or she
chose the “2 groups of 2” ideal group size. In fact, 64%
of the respondents who chose “2 BoRAs” as the usual
group size, chose “2 groups of 2” as the ideal group
size, while only 35% of those who chose “3 BoRAs” or
“4 BoRAs” as the usual group size, chose “2 groups of
2” as the ideal group size, This percentage shrank to 8%
for those who chose “>5 BoRAs”. At the same time, as
the percentage of the respondents who chose “2 groups
of 27 as the ideal group size shrank, the percentage of
those who chose “1 group of 4” or “4 individuals” as the
ideal group size increased.
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3.3.10. Q2 Crossed with Q8

In Figure 14, which crosses the answers to the three
subquestions of Q2 with the answers to QS8, observe
that the “in none” bars in the leftmost two four-bar sub-
graphs and the “in all” bar of the right most four-bar
subgraph are very similar. These bars show that respon-
dents that

1. work more frequently in groups in all their
projects, and therefore,

2. work more frequently in other configurations in
none of their projects,

3. tend to chose “4 individuals” least often as their
ideal group size, and

4. tend to chose “1 group of 4” most often as their
ideal group size.

The explanations these respondents give in Q9 for these
answers mention both (1) problems related with indi-
vidual work and (2) advantages of group work, and they
say, for example:

* “Without working together on the req base, there’s
going to be lots of inconsistencies and gaps.”

e “When 4 individuals are involved in the same
project, they must cooperate.”

* “I think a group up to 4 members is more creative
than one alone. In discussions the members have
more new ideas than thinking alone.”

» “Each person contributions can build on the oth-
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On the other hand, the respondents who say that they
work in companies in which requirements are identified
as an individual activity by more than one BoRA, each
working separately do not chose “1 group of 4” as their
ideal group size. These respondents chose “2 groups of
2” as their ideal group size more often than “4 individ-
uals”. A deeper analysis of the open questions shows
the reasons why some people would prefer to work in a
configuration that is different from the configuration in
which they actually work.

3.3.11. Q3-05 Crossed with Q7

Figure 15 shows the result of crossing Q3, about how
often requirements identification is done in groups in
large projects, Q4, about how often requirements iden-
tification is done in groups in tight-deadline projects,

and Q5, about how often requirements identification is
done in groups in complex projects, together with Q7,
about usual group sizes. Bar-by-bar, the three four-
bar subgraphs are very similar. In addition, regardless
of project type, as illustrated by the arrow skimming
the top of the orange subbars in the four bars in each
subgraph, the less often requirements identification is a
group activity in a company, the more often the usual
group size is “2 BoRAs”. Conversely, the more often
requirements identification is a group activity in a com-
pany, the more often the usual group size is one of the
larger numbers of BoRAs. In each subgraph, the usual
group size of “>5 BoRAs” occurs when requirements
identification is a group activity all projects of any kind
in a company.

3.3.12. 09

Q09 is an open question, and it asks each respondent
to explain his or her answer to the previous question,
Q8, about ideal group sizes. That is, each was asked
to explain his or her choice for the ideal group size, “4
individuals”, “2 groups of 2”, or “1 group of 4”. The
analysis of the answers was carried out in two passes.

In the first pass, authors Mich and Sakhnini worked
together to identify concepts used in the answers that
could be used to build a list of factors that would be
used in the second pass to classify every explanation by
all factors mentioned in it. In this pass, the two authors
worked together iteratively. They discussed about ten
answers in detail to define a first set of factors. Then,
using this set, they tried to classify some additional an-
swers. Whenever they discovered a new factor, they
added it to the set. They continued to discuss addi-
tional answers until they felt that no new factors would
be needed to classify all the answers.

These factors were then grouped into 4 categories:

Relations, including all factors related to communi-
cation, coordination, collaboration, responsibility,
and viewpoints®®. All these factors are cited in the
literature to support the recommendation to keep
groups small, i.e., to be able to trade off between
reducing the number of people to minimize the
number of relationships and increasing the num-
ber of people to maximize the coverage of needed
skills.

20For an explanation of the relational and individual factors, see
Watzlawick et al (Watzlawick et al., 1967).
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People, including factors charactering an analyst as an
individual, for example, by his or her expertise and
self-confidence.

Project, including all factors related to project man-
agement, e.g., project size, timing, and complexity,
and available human resources and other costs.

Output, including factors used to described the ex-
pected results of requirements idea generation, of-
ten described in terms of qualities of requirements
specifications, e.g., better coverage, fewer dupli-
cate or conflicting requirements.

In the second pass, the first author read each answer
and classified it with all the factors that appeared in it.

The bars in Figure 16 summarize the answers given to
Q9 by showing the number of times factors of each cate-
gory appeared among the answers. Note that ten respon-
dents did not answer Q9 at all, many answers mentioned
factors in more than one category, and some answers
mentioned multiple factors in one category. Hence, the
sum of the lengths of the bars is not expected to be 92,
the number of respondents.

The categories of factors mentioned in participants’
answers to Q9 were, in order of decreasing frequency,
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“People”, “Relations”, “Output”, and “Project”. We
consider the reasons given, grouped by category:

People: People factors such as “expertise in the project
domain” and “expertise in SE methods and tools”
are considered to have positive effects on group
configurations. The people factors, “self-confi-
dence” and “responsibility”, are considered im-
proved by individual configurations.

Relations: The individual and the small-group config-
urations are considered ways to reduce conflicts.
On the other hand, relation factors are considered
to have a positive impact by those that suggest the
large-group configuration. Good collaboration is
considered to have a positive effect on a group’s
ability to reach better solutions, and it allows the
presence in a group of more stakeholders to present
more viewpoints. In fact, these human factors,
both individual and relational, are the most fre-
quently cited reasons for respondents’ answers.

Output: Group configurations help avoid the negative
output factors of “duplicates” and “inconsisten-
cies”. Individual configurations help achieve the
positive output factor of “more original ideas”. The
“productivity” positive output factor improves in



the small-group configurations only if conflicts are
avoided.

Project: While project factors were rarely mentioned
in the answers, some answers did indicate that it’s
essential to have more than four in a group that is
building a large, complex, or interdisciplinary sys-
tem.

Interestingly, the terms defining the four categories
chosen to classify sentences in the answers given by the
respondents to the open questions are factors mentioned
in the descriptions of group work in the textbooks re-
viewed in Section 2.

3.3.13. Q10-Q11

Each of Q10 and Q11 is an open question. Q10 asks
the respondent to list three factors that would cause him
or her to recommend using groups of BoRAs for Re-
qElic, while Q11 asks the respondent to list three fac-
tors that would cause him or her to recommend not us-
ing groups of BoRAs for ReqElic. For each respondent,
one of these questions would force him or her to play
devil’s advocate for the position opposite that which he
or she took in Q8 and Q9. The answers to these open
questions were classified by the factors that were identi-
fied for Q9. The results of this classification, abstracted
to categories of factors, are shown in Figures 17 and 18.

Since 78% of the respondents chose a group configu-
ration as their ideal group size in their answer to Q8, it is
no surprise that Figure 17, giving reasons for his or her
recommending using groups of BoRAs for ReqElic, is
similar to the graph in Figure 16, giving reasons for his
or her choice for the ideal group size. It is no surprise,
then, that Figure 18 differs in three of the four bars from
each of Figures 16 and 17.

3.3.14. Q12

Q12 asks the respondent to list three keywords that
characterize the domain or sector of his or her com-
pany’s software system development projects. Unfor-
tunately, many a respondent answered with information
on the types of systems he or she worked on, and not the
domain or sector, per se. So, we followed a two-pass
coding procedure similar to that we followed for Q9
through Q11, to identify three main types of projects:

e Information systems (ISs), e.g., Enterprise Re-
source Planning (ERP) systems,
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* Software systems (SWSs), e.g., embedded sys-
tems, and

* Web sites, e.g., e-learning sites, e-commerce sites,
portals, recommendation systems, user interface
systems.

The bars in Figure 19 show the frequencies of these
project types among the responses. There is nothing
particularly noteworthy in this graph.

4. Discussion of the Results

The analysis of the answers to the 12 questions in the
questionnaire allows illuminating some specific aspects
of the Gvsl issue in requirements elicitation.

First of all, almost all of the 92 respondents are
precisely the kind of people the survey was targeting,
namely BoRAs. The answers to Q1, plotted in Figure 1,
show that only 7% do not play the BoRA role in any of
their projects. An examination of the answers given by
each of the 92 respondents to all the subquestions of Q1
(Mich et al., 2021) shows that many of the respondents
play different roles, and among those that play only a
single role, all but four play the BoRA role. The role of
representative of the client or customer is never the sole
role played by a respondent.

Many respondents that are directly involved in Re-
qElic as BoRAs are directly involved also as software
engineers and as representatives of the client. Respon-
dents’ playing multiple roles in a CBS project indicates
that in their project, an individual is working in multi-
ple parts of the CBS development lifecycle, and that, in
turn, the projects can avoid the need of a large group to
provide all the needed domain knowledge and expertise
(Pohl, 2010).

Figure 2, plotting the answers to Q2, show that only
15% identify requirements in groups in none of their
projects. Thus companies do adopt group work for
requirements identification. However, the same graph
shows that, in about % of the companies, requirements
are identified in at least some of their projects as some
sort of individual activity, as carried out by more than
one BoRA, each working separately, in 68% of the com-
panies, and as carried out by a single BoRA, working
alone, in 64% of the companies.

The answers to Q3, Q4, and QS5, plotted in Figure
3, show that requirements are identified in groups more
frequently, in large and complex projects, i.e., in 90%
of each kind of project, than in tight-deadline projects,
i.e., in 82% of the kind of project. An examination of
the answers given to Q2, Q3, Q4, and QS5, showed that



6 respondents answered Q2 that requirements are never
identified as a group activity in their companies but nev-
ertheless answered the questions Q3, Q4, and Q5 about
group activity in ReqElic as a function of project types.
This apparent contradiction is resolved by examining
the 6 respondents’ answers to the open questions, Q9 —
Q12. They apparently consider individual requirements
elicitation as preparation for subsequent activities, such
as adding and discussing new ideas, which are done nat-
urally in groups.
The answers to Q6, plotted in Figure 7, show that

* 87% of the respondents say that brainstorming is
used, and

* 85% of the respondents say that other creativity
techniques are used, while

* 439% of the respondents say that JAD is used

in group ReqElic sessions, in at least some of the
projects. Increased creativity or something similar is
cited in many of the explanations given as answers to
QO, for preferring the use of groups instead of individ-
uals as ideal sizes and in many of the factors given as
answers to Q10, to recommend using groups of BoRAs
for ReqElic. Words related to “creativity” or “brain-
storming” appear in 29 answers to Q9 and Q10. Words
related to “viewpoints” and “stakeholders”, mainly in
connection with JAD, appear in 17 and 15 answers, re-
spectively, to Q9 and Q10.

The answers to Q7, plotted in Figure 11, show that
companies adopt different usual group sizes, but 68%
of the respondents say that the usual group size is one
of the two smaller group sizes, 2 or 3.

The core question of the survey is Q8, about ideal
group sizes, whose answers are plotted in Figure
12. The question was formulated to have respondents
choose one of three configurations of 4 analysts: 4 in-
dividuals, 2 groups of 2, and 1 group of 4. Among the
respondents, 39, 42%, chose 2 groups of 2, 34, 37%,
chose 1 group of 4, and 19, 21%, chose 4 individuals.

The results of crossing the answers to Q7, about usual
group sizes, with the answers to Q8, about ideal group
sizes, plotted in Figure 13, show that those whose usual
group size is “2 BoRAs” tend to select an ideal group
size of “2 groups of 2”, and similarly, those whose usual
group size is “5 BoRAs” or “>5 BoRAs” tend to se-
lect an ideal group size of “1 group of 4”. Those whose
usual group size is “3 BoRAs” or “4 BoRAs” tend to se-
lect ideal group sizes of “2 groups of 2 and of “1 group
of 4” equally often, The fact that no bar in Figure 13, ex-
cept the one-person bar for “5 BoRAs”, is one-colored,
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says that some respondents suggest, e.g., “2 groups of
2” as their ideal group size, even if their usual group
size is “>5 BoRAs”, or, vice versa, “1 group of 4” as
their ideal group size, even if their usual group size is
“2 BoRAs”.

A crossing of the answers to the subquestions of Q6,
about how often specific ReqElic techniques are used
in groups, with the answers to Q7 and Q8, about usual
and ideal group sizes, showed no significant associa-
tions (and is therefore not shown). In other words, the
technique used for ReqElic is not correlated with sizes
of groups. This result is reasonable given that many cre-
ativity techniques are applicable both by individuals and
by groups. The only exception among the techniques
studied is for JAD, which by its very nature requires a
group.

As described in Section 3.3.12, we divided into four
categories, “Relations”, “People”, “Project”, and “Out-
put”, the factors assigned to the respondents’ answers

1. to Q9 to explain their answers to Q8 about ideal
group sizes,

2. to Q10 to give three reasons to recommend using
groups of BoRAs in ReqElic, and

3. to Q11 to give three reasons to recommend not us-
ing groups in ReqElic.

The actual answers to those questions were very dif-
ferent from each other, both in length and in structure;
also, not all the respondents gave three reasons in their
answers to Q10 and to Q11. However, the answers to
Q9 and Q10 are very similar, as can be expected from
the fact that each is asking for a reason for some de-
cision, for or against using groups of BoRAs for Re-
qElic. Therefore, the focus of this discussion is on the
answers to Q10 and Q11. In fact, some respondents an-
swered Q11, asking three reasons to not recommend us-
ing groups in ReqElic, by saying that there is no reason
to recommend not using groups of BoRAs for ReqElic.

For each of the factors, there are advantages and dis-
advantages, so that factors in any one category can be
offered both for and against using groups of BoRAs for
ReqElic, in kind of an antisymmetric way. Project fac-
tors are the least frequently mentioned in recommend-
ing using groups, but are the most frequently mentioned
in recommending not using groups of BoRAs for Re-
qElic. However, output and people factors are more
frequently mentioned in recommending using groups,
but are less frequently mentioned in recommending not
using groups of BoRAs in ReqElic. Finally, relations
factors are mentioned with the same frequency in rec-
ommending either using or not using groups of BoRAs
in ReqElic.



Table 4 gives some examples of quotations from re-
spondents’ answers, grouped by the factors into which
they were categorized; by whether or not they recom-
mended using groups of BoRAs for ReqElic; and by
reasons for recommending not using, for the Relations
factor.

The results of the study, in particular those concern-
ing factors to be considered when deciding whether to
form ReqElic groups are integrated with the results of
the textbooks reviews in the conclusion of the paper,
Section 6.2.

5. Threats to Validity and Limitations of the Results

There are two main potential limitations to be con-
sidered for the study described in Section 3. The first
is the limited number of respondents, and the second
is the long time elapsed between the date on which the
questionnaire was made available online and the date on
which the 92nd, and last, respondent had fillled out the
questionnaire.

The limited number of respondents is one threat to
the validity of the conclusions. With only 92 filled-in
questionnaires, the study represents only an exploratory
study of the Gvsl issue in ReqElic, and its results cannot
be considered representative of the population. First,
it is impossible to know the number of BoRAs in the
world, and it is impossible to know the number of com-
panies that employ BoRAs. So it is impossible to know
the sizes of the populations that the 92 respondents and
their companies represent, and thus, how representative
the respondents and their companies are.

Second, as described in detail in Section 3.2, we
posted an announcement on many online platforms
inviting BoRAs to fill out the questionnaire, and we
used e-mail, newsgroups, etc. to inform potential re-
spondents of the existence of the questionnaire. So, it
is impossible to know the number of BoRAs that saw
the requests to fill out the questionnaire, In turn, it is
impossible to calculate any response rate. A compari-
son with similar online studies can give ideas of both
(1) how typical a response of 92 is and (2) the diffi-
culties of having a larger number of respondents. An
online survey focused on SE practices — a wider scope
than Gvsl in ReqElic — in 2003 got 194 completed re-
sponses (Neill and Laplante, 2003); a follow-up survey,
for a master thesis, got interactions — an interaction is
an entry into one or more data fields — from 93 respon-
dents (Marinelli, 2008). A broader survey — including
international participants — by two of the authors of the
2003 survey, got 119 respondents (Kassab et al., 2014).
Thus, the number of respondents to our questionnaire
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is in the same ballpark as the number of respondents to
other similar SE surveys.

The long elapsed time of the study is another threat to
the validity of the conclusions in the sense that the world
changes over time. Perhaps later respondents think dif-
ferently from earlier respondents. The long elapsed time
is a direct result of our effort to achieve at least 100
filled-in questionnaires. In this effort, we left the ques-
tionnaire online from Autumn 2012 until Spring 2015.
During that time, we actively promoted the question-
naire to potential respondents three times, in Autumn
2012, in Summer 2013 and in Winter 2014. We never
quite achieved the goal of 100 filled-in questionnaires,
receiving only 92, the last of which arrived in January
2015.

When we had received 35 filled-in questionnaires,
we analyzed the data we had for incorporation as
corroborating data into a workshop paper about con-
trolled experiments for deciding the Gvsl issue with
respect to one particular creativity enhancement tech-
nique, POEPMcreate (Sakhnini et al., 2013). By the
time we had enhanced this workshop paper for journal
publication, we had received 53 filled-in questionnaires.
A similar analysis of these data were incorporated as
the corroborating data into the journal paper (Sakhnini
et al., 2017). When we had 92 filled-in questionnaires
and had hopes that we might receive more, we analyzed
the data we had for a paper about just the questionnaire
(Mich et al., 2015). These two analyses had goals that
were more limited than those of this paper, which in-
cludes also a review addressing the Gvsl issue in SE
and RE textbooks and an analysis of the open ques-
tions, which were not analyzed before. The effect of
the long duration is partially mitigated by the observa-
tion that the frequency structure—distribution—pattern
of the answers for the first 53 is similar to that of the
full 92. We found that the order, among the first 53
respondents and all 92 respondents, of the the chosen
frequency answer from most chosen to least chosen, is
the same for almost all the questions. For example, for

Ql,

» among the first 53 respondents,

45% chose “some of our projects”,

26% chose “all our projects”,

19% chose “most of our projects”, and

9% chose “none of our projects”,
while

* among all 92 respondents,



Table 4: Example Quotations From Respondent Answers That Are Relevant to Factors

“Multiple people can end up in endless debates.”

nflicts that aris - .
contlicts that arise “Too many BoRAs can go in conflict each other.”

when people work

Factors Mention Examples of quotations from respondent answers that recc d X = [using|not using] groups of BoRAs for ReqElic
related to X [ Quotations with a possible reason for rec dation
characteristics of . . . . o . . . -
Project the respondents’ using o “sufficient time, budget allows, new projects (including lack of experience in domain)
projects and the
Sts fits . . .
costs gnd benefits . o “small enhancements/bug fixes, small project size, budget disallows”
of having many not using o . . . 5
e “increased cost associated with additional personnel
people
the quality of the sin e “4 eyes see more details than 2.
Output requirements, using e “2 groups are good for X-checking each other’s work.”
often in terms of
the coverage of " = i . .
different e “It can be very difficult to reach conclusions which are coherent.
stakeholders needs not using . “frustrated with }eam member output; maybe we expect' more but the team memper'glvgs a low quality outqu
or requirement e “The group sessions are tiresome, slow, unfocused. Individual requirements elicitation is much more productive and
details can be reviewed later by the group members.
e “A group working as a team brings the best mix of skills and experience to the table.”
o “Every person has different skills.”
o “They are professionals who have the necessary skills and competencies to effectively manage the requirements
having people with using Shcnanqn process as well as fulfllhng other tasks or activities required. ) ) . ) .
People the right skills and o “Interesting. ... If you are working as a group, you really need to have the right mix of skills and experiences.
expertiﬁe% ’ e “No single individual has sufficient breadth and depth of knowledge to develop a full set of unambiguous
o requirements.”
o “No one knows all there is to know about a product or service. Groups are the only solution.”
not usin o “knowledge-intensive and complex environments with only one analyst with necessary skills”
g e i.e., when “there is a person with good overall picture” so that it is possible to have an individual BoRAs
e “Team collaboration is important.”
e “Collaboration works.”
e “Collaboration encourages competition.”
communication, using o Groups support “confrontation, cooperation and better analytical phase through explicit verbalization”.
Relations collaboration, o Groups are also described as useful to “provide support on difficult or dysfunctional teams (members)”.
responsibility, e “to increase the knowledge of the dynamics between people”
agreement, o for a “collective responsibility for success or failure”
debates, and — -
personality because of the . “Pumng people together asa team does not mean you have a team.
. e “communication overhead
communication . ”
. e “interpersonal issues
and relational « Lo . L .
e “communication — the more people involved the more communication challenges
problems and « .. SRR
. . e “too much chance of miscommunication
not using personality .
L]
L]

“BoRAs tend to have strong personalities (in my experience), a group or BoRAs can be

in groups L »
group intimidating for the customer.

“In some cases, groups are in disagreement.”
“lots of disagreements to work through, possibility that opposing views may slow down the
because of the work” g en. P ¥ pposing Y
n ive im f . . .. .
cgative impact o “... analysis paralysis if no one can make decisions on group disagreements. If there’s an

disagreement . . oy . . .
withgin and internal conflict between different business goals, then a team may get sucked into that conflict.

between groups

out of control because every analyst wants to be involved possibility of creating a leader who
makes decisions independently.”
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“group dynamics: Unwillingness of analyst to work in the attributed roles, risk the meeting gets




40% chose “some of our projects”,

32% chose “all our projects”,

22% chose “most of our projects”, and

7% chose “none of our projects”.

In addition, recall the observation at the end of Sec-
tion 3.3.1 about how often the respondents play different
CBS development roles that include three RE roles that,
in turn, include two ReqElic roles, we concluded that al-
most all of the 92 respondents are precisely the BoRAs
the survey was targeting. This conclusion establishes
the reliability of the questionnaire’s answers.

The issue for each open question, Q9-Q12, is
whether the 92 answers received contain all possible
answers that one might see in any larger collection
answers, i.e., whether thematic saturation has been
reached with the 92 answers received. Recent stud-
ies that investigated the saturation point, the number of
data that are necessary to be certain that no new results
or themes will emerge if more data were to be gathered,
indicate that 92 answers may be enough to have reached
saturation. Weller ef al. have determined that this num-
ber is 50 for many sectors (Weller et al., 2018). Tran et
al. have shown that in each doubling of the sample size,
the number of new emergent themes got geometrically
smaller. Specifically,

 with the samples of 25, 50, 100, and 200 data,

 the numbers of emergent themes were 93, 107,
114, and 116 respectively,

* so that numbers of new emergent themes emerg-
ing in the doublings were 14, 7, and 2, respectively
(Tran et al., 2017).

These results indicate that in the 92 filled-in question-
naires, we probably have enough data to achieve the-
matic saturation in the open questions. In particular, the
sets of reasons given as the answers to Q10 and Q11,
to recommend using and not using groups of BoRAs
for ReqElic, respectively, would probably not change
with additional respondents. As a matter of fact, satura-
tion can be confirmed also by a manual examination of
the first 53 filled-in questionnaires. The answers given
to Q10 and Q11 in the first 53 questionnaires covered
all four factors introduced to classify the answers in the
analysis of the same questions for all 92 questionnaires.

Other potential limitations to be investigated in future
work include

1. the need to work remotely due to the Covid-19 pan-
demic, and
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2. the emergence of new technologies, e.g., the
Cloud, IoT, and Al systems.

Each of them may have changed the way in which a
company elicits requirements, possibly weakening the
applicability of this paper’s results.

6. Conclusions

6.1. Conclusion for the SE and RE Textbooks Review

Section 2 reviews the most successful SE and RE
texts with respect to how they treat the Gvsl issue, i.e.,
whether a process should be carried out by a group or by
an individual, and if by a group, how big is the group.
Because the SE textbooks deal about the whole of the
SE process, the SE textbooks could deal with the Gvsl
issue for all stages of CBS development. One would ex-
pect that the RE textbooks would focus their discussions
of the Gvsl issue on the stages of the RE process, includ-
ing ReqElic. However, according to the reviews of Sec-
tion 2.2, the most successful RE textbooks barely even
address the issue. In fact, the most successful SE and
RE textbooks, the ones most likely to be on the book-
shelves of a BORA, the question about the ideal number
of analysts for ReqElic remains almost unanswered.

The SE and RE textbooks agree on the need for group
work for CBS development activities in general, but
usually fail to consider the specific ReqElic activity.
Many a textbook says that groups are useful for large
projects, to have the necessary expertise, or to get new
ideas or requirements. Group dynamics are often con-
sidered as risks that could reduce the efficiency and ef-
fectiveness of group work (Forsyth, 2018). As a con-
sequence, anyone staffing a group has to consider the
tradeoff between (1) having the right skills and roles,
which is more easily achieved with larger groups, and
(2) mitigating group overhead, which is worse with
larger groups.

With regard to ReqElic techniques, only a few text-
books provide any information about the number of
people to involve in performing any technique. In any
SE or RE textbook that gives suggestions for the size
of a group for any process, the suggestions are given
as rules of thumb, probably based on the professional
experience of the textbook’s authors. In many a tech-
nique description, a suggestion for the size of a group
can be inferred from information given about the tech-
nique. For example, Glass and DeMarco (Glass and De-
Marco, 2006) discuss the problem of sizing of groups in
the context of Agile approaches, arguing that those ap-
proaches are more compatible with creativity than up-
front-waterfall approaches. They suggest that Agile ap-



proaches are applicable for small projects that require
2-8 people, working in a room (Cockburn, 2001). From
this observation, one may surmise a suggestion about
group sizes. Only an occasional textbook provides spe-
cific, as opposed to vague, information about the num-
ber of people to involve in performing any technique.
The need of creativity techniques to support elicita-
tion, discovery, or invention of requirements is recurrent
in the reviewed textbooks. However, the older SE text-
books deal neither with inventing new and innovative re-
quirements, nor with classifying existing requirements
by their newness and innovativeness. On the other hand,
each of the RE textbooks deals with these issues to
some extent. The creative nature of ReqElic is empha-
sized in a number of popular books that do not meet the
criteria for being listed in Table 3, among them those
by Gause and Weinberg (Gause and Weinberg, 1989,
1990) and by Bray (Bray, 2002). In another success-
ful textbook, Software Creativity 2.0, which many RAs
have and consult for advice, Glass and DeMarco (Glass
and DeMarco, 2006) recommend organizing non-goal-
oriented meetings, to exploit synergism and to support
rapid decision making. They suggest staging creativity
workshops using brainstorming or other creativity tech-
niques. Brainstorming is suggested by many of the text-
books to support requirements elicitation, however, the
word “brainstorming” is often used in the current par-
lance, as a synonym of “meeting”, when it is used as a
noun, or of “inventing”, when it is used as a verb.
Regardless of how explicitly a suggestion about
group size is given, most critical is the lack of empir-
ical data to support advice and guidelines for the Gvsl
issue in any context. A noteworthy exception to this
lack of empirical data is the data reported by some of
the textbooks, namely those by Pfleeger and Atlee, by
van Vliet, by Wiegers and Beatty, and by Kotonya and
Sommerville, about recommended sizes for software in-
spection groups. However, even if inspection of a doc-
ument is thought of as brainstorming for defects in the
document, the scope of and the artifacts for ReqElic and
inspection of an arbitrary CBS development document
are quite different. Looking for defects in, e.g., a com-
puter program is a well-defined problem, and it is possi-
ble to introduce measures, such as the number of defects
found, the time spent, etc., to compare the effectiveness
of groups involving different numbers of people or us-
ing different techniques, etc. Experiments to determine
how group size affects software inspection showed that
even if groups of two or four inspectors were more ef-
fective than an inspector working alone, four inspectors
did not find significantly more defects than two inspec-
tors (Porter et al., 1997). The problem with these ex-
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periments?! is that (Kollanus and Koskinen, 2009) “. ..
without knowing the real saving gained by finding the
defects, it is impossible to define the optimal team size,
which would be relevant also in practice ...”

To integrate the results of the SE and RE textbook
reviews, we assume that a BoRA could broaden any
search by browsing the SoftWare Engineering Body of
Knowledge (SWEBOK) (Bourque and Fairley, 2014),
which specifies the SE core content and skills. The
SWeBOK points out that a complex CBS development
project needs both group work and creativity:

Many, if not most, software engineering prob-
lems are too complex and difficult to address
as a whole or to be tackled by individual soft-
ware engineers. When such circumstances
arise, the usual means to adopt is teamwork
and problem decomposition .... Teams work
together to deal with complex and large prob-
lems by sharing burdens and drawing upon
each other’s knowledge and creativity.

Therefore:

A software engineer must be able to interact
cooperatively and constructively with others
to first determine and then meet both needs
and expectations. Knowledge of group dy-
namics and psychology is an asset when inter-
acting with customers, coworkers, suppliers,
and subordinates to solve software engineer-
ing problems.

With regard to group RE techniques, the SWEBOK
cites only facilitated meetings, in which “a group of
people can bring more insight into their software re-
quirements than by working individually. They can
brainstorm and refine ideas that may be difficult to bring
to the surface using interviews”. However, the SWE-
BOK gives no advice for group size in ReqElic and in
creativity techniques. In fact, it does not even mention
any specific creativity technique.

Another successful topic-focused professional book
that an RA could have on his or her bookshelf is Peo-
pleware: Productive Projects and Teams by DeMarco
and Lister (DeMarco and Lister, 2013), which is in its
3rd edition, the first of which was published in 198722,
before RE had crystallized into a named field?>. This

21See also Laitenberger ef al (Laitenberger et al., 2004).

22The book’s number of editions and that the third edition is pub-
lished in Addison-Wesley’s Professional Series makes it reasonable to
assume that people working in SE or RE could have it and use it.

23 There were already publications dealing with RE topics as early
as 1983 (Berry and Berry, 1983).



book observes that a typical developer works alone 30%
of the time, works with at least one other person 50% of
the time, and works with two or more persons 20% of
the time. In discussing the staffing of CBS development
teams, DeMarco and Lister suggest specifically that to
mitigate the risk of overstaffing, the initial activities of
a project — analysis and design — are best carried out
by smallish teams of 3-5 people.

Altogether, the final conclusion is that none of the
textbooks in Table 1 and Table 3 provides real help,
based on empirical data, in making decisions about the
Gvsl issue and about the size of a group for ReqElic.

6.2. Conclusion for the Online Survey

The second part of this paper, in Section 3, offers the
results of an online survey as an attempt to remedy the
current lack of empirical data to support requirements
engineers in deciding

1. whether to use groups or individuals for RegElic,
the Gvsl issue, and

2. if to use groups, what size they should be, the
group size issue.

The main result of the survey is that there is no one pair
of answers to the GvsI and group size issues. Thus, the
Gvsl and group size issues must be decided in each case,
taking into account

1. the configuration of factors in the case and

2. the relative weights of these factors that exist for
the case.

This concluding section follows the order of the online
survey’s questions and brings in relevant results from
the textbook reviews.

The online survey results say the following:

* The roles, including that of BoRA, related to Re-
gElic are adopted in the respondents’ companies
while the role of BoRA was not explicitly named
in the SE textbooks.

* Groups are used for ReqElic, but there are still
projects in which individual BoRAs are used for
ReqElic. This fact is reported in SE and RE text-
books, usually in connection with a discussion of
techniques available to support ReqElic.

e Large, complex, and to a lower extent tight-dead-
line projects tend to adopt group ReqElic. In RE
and SE textbooks, however, the large size of a
project is the most often cited reason for form-
ing groups, while the complexity of a project is
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rarely explicitly mentioned as a reason for form-
ing groups. They usually say that for a complex
project, a large group is needed to cover all the nec-
essary expertises needed.

¢ However, recommendations found in textbooks are
given for an entire project, and not specifically for
ReqElic. Interestingly, two of the answers to Q10,
about the reasons to recommend using groups for
ReqElic, explain that groups are formed for an en-
tire project, not considering at all ReqElic as a spe-
cific step in the project that might require its own
skills.

* Brainstorming and other other creativity tech-
niques are adopted in many companies as group
ReqElic techniques. These results are consistent
with the suggestions given in the most recent SE
textbooks and in the RE textbooks.

e The answers to Q7, about usual group sizes,
say that companies use small groups for ReqElic
whenever a project’s characteristics permit a small
group size. On the other hand, respondents’ an-
swers to Q10 and Q11 say that companies would
actually prefer to have larger groups. However,
they cannot afford the costs of larger groups, and
they cannot always find the right person for a
needed role; so they settle for small groups.

Finally, respondents’ answers to Q8 about ideal group
sizes confirm the main result, i.e., that there is no one
pair of answers to the GvsI and group size issues. The
data say that among the respondents,

* 21% consider 4 individuals
* 429% consider 2 groups of 2, and
* 37% consider 1 group of 4

as ideal. The contingency table crossing the answers to
Q7, about usual group sizes, with the answers to Q8,
about ideal group sizes, which is plotted in Figure 13,
shows that many a respondent chose an ideal group size
close to the usual group size that he or she chose. On the
other hand, there are some respondents, each of whom
chose a large usual group size and a small ideal group
size.

What are the factors to be considered in forming Re-
qElic groups, and how can the group size for a given
project be optimized? The answers to question Q9 to
Q11 allow formulating some guidelines. First, recall
that the categories of factors identified in the reasons



given to recommend using or not using groups of Bo-
RAs in ReqgElic are Relations, People, Project, and Out-
put. Factors in each of these categories can help or hin-
der group activities in ReqElic. Among factors in the

Relations category, group communication and collab-
oration can help ReqElic, while conflicts and group
dynamics can hinder it.

People category, skills, expertise, and other personal
traits can be relevant to to the effectiveness of
ReqElic groups. Groups also support knowledge
transfer between analysts, and provide some pro-
tection against the loss of a key person.

Project category, in particular those investigated in the
survey, e.g., usual group sizes, tightness of dead-
line, complexity, affect whether or not groups are
used in ReqElic.

Output category, usually described in relation to qual-
ity and quantity of the requirements, are cited to
justify groups because group ReqElic can poten-
tially (1) reduce redundant, duplicated, or conflict-
ing requirements and (2) give better requirements
coverage and accuracy.

In general, the explanations given by the respondents
in Q9 through Q11 allow saying that

1. it is better to aim for small groups (Quantita-
tive Software Management, Viewed 13 September
2021),

2. to have individual BoRAs,

3. but large groups are necessary in some cases.

In conclusion, the most interesting results of our study
are about the factors that are to be considered in decid-
ing the Gvsl issue in ReqElic. According to the survey,
four categories of factors can be used to help decide the
Gvsl issue in ReqElic. In fact, for each recommenda-
tion, (1) to use and (2) to not use, groups for ReqElic,
the recommendation’s column in Table 5 lists the cate-
gories, from top to bottom, in order of decreasing rele-
vance to the recommendation.

The textbook review shows that all of the factors
listed above are mentioned as relevant to the Gvsl is-
sue in both SE and RE. The most frequently considered
factors are in the relations category, usually in describ-
ing the detrimental effects of communication overhead
in groups, but also in describing the synergies created
in groups. Many RE textbooks describe also the need
to have and staff groups to cover skills and knowledge
in SE, RE, and the domain of the system to be devel-
oped. In the project category, the size of the system to
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Table 5: Recommendations of Factor Categories

Categories Relevant
to Recommending
Using Groups H Not Using Groups
for ReqElic
People Project
Relations Relations
Output People
Project Output

be developed is often considered as relevant in decid-
ing the Gvsl issue. However, the advice is often given
in connection with an entire project and not specifically
for ReqElic.

Costa et al., in a recent study investigating the state
of the practice in group formation in SE, identified two
categories, technical and non-technical, of factors rele-
vant to group formation (Costa et al., 2020). They em-
phasize that the technical factors are considered more
often, but they are often not enough to allow making
a good Gvsl decision. Given that non-technical factors
are concerned mainly with relations, Costa et al.’s re-
sults are consistent with those of this paper.

The conclusion of our study is that each of individ-
val and group ReqElic has advantages and disadvan-
tages. As a result, answering the Gvsl issue requires
dealing with the tradeoffs related to each group size.
The problem can then be formulated in terms of deci-
sion making in which diverse factors have to be opti-
mized (Koksalan et al., 2011). Our study gives a prelim-
inary answer to the research question, supporting with
empirical data recommendations found in SE and RE
textbooks. Future studies could exploit the results of
the analysis given in some recent papers that review the
staffing of SE groups (DeFranco and Laplante, 2018;
Costa et al., 2020), but focusing on ReqElic activities.
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